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Abstract— Processor heterogeneity is an important issue in grid environment. In this paper, a list based 
task scheduling algorithm, called “critical path scheduling with t-level” (CPST) for grid computing 
system is proposed. There are no. of scheduling algorithms such as HEFT [1] use mean execution time 
based b-level for task priority and SHCP [2] use task priority based on simple critical path. In CPST, a 
critical path based task sequence is generated with t-level value of tasks, where variance based 
computation and communication cost is used. The experimental results show that CPST algorithm 
performs better than HEFT, SHCP and HHS algorithm in grid environment for task graphs. 
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I. INTRODUCTION 

A grid is a type of heterogeneous computing system for aggregation and management of computational 
resources that provides shared access of graphically distributed heterogeneous resources that is inter-connect 
over high speed networks and internet. The main idea behind grid environment is to utilize the idle time of 
processor cycles. An efficient task scheduling [3] in computational grid environment is essential to obtain the 
better utilization of resources and achieving high performance. To obtain a optimal scheduling problem is NP-
complete [8]. The objective of a task scheduling problem is to map tasks onto the suitable resources and to order 
their execution on each resource such that precedence relationships between tasks are not violated and the 
overall execution time, makespan could be minimized.  

In general, a grid consists of heterogeneous resource over large geographical region connected through arbitrary 
topology. It causes more challenges for scheduling applications due to processor and network heterogeneity in 
grid environment. List-based scheduling algorithms are uses to solve this problem in literature oftenly. In list-
based task scheduling, tasks are ordered and selected in non-increasing order of their priorities and scheduled on 
processors to optimize various performance metrics. 

II. PRELIMINARY 

A grid application is represented by a directed acyclic graph (DAG), G= (V,E), where V is a set of tasks and E is 
a set of communication edges between tasks. Each edge (i,j) ϵ E represents the precedence constraint such that 
task ݊௜ should complete its execution before task ݊௜ start. In a DAG, a task without any parent is called entry 
task and a task without any child is called an exit task. If there is more than one entry (exit) task, they are 
connected to a zero cost entry (exit) task with zero cost edges, which does not affect the given DAG. The 
computation cost of a task i is represented by ߬௜	and communication cost along the edge (i,j) is represented by 
 .௜,௝ܥ

A grid resource model can be represented by G = (P, Q, A, B), where P is the set of available processors [1] 

                                              A = [α ( ௜ܲ)| α ( ௜ܲ) ϵ A, i=1, 2……|P|] 
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                                       Q = [q ( ௜ܲ , ௝ܲ)| q ( ௜ܲ , ௝ܲ) ϵ Q & i, j=1, 2……|P|] 

                                      B = [β ( ௜ܲ , ௝ܲ)| β ( ௜ܲ , ௝ܲ) ϵ B & i, j=1, 2……|P|] 

Here A is the set of computation rate for processors ௜ܲ , Q is the set of communication links that connects the 
processors and B is the set of data transfer rates between two processors [1]. 

Some of the efficient list based heuristics are heterogeneous earliest finish time (HEFT) [1], critical path on a 
processor (CPOP) [4], hybrid heuristic scheduling (HHS) and scheduling with heterogeneity using critical path 
(SHCP) [2]. In some algorithm [1, 2, 4], task node value in heterogeneous system is considered as an average, 
median, best or worst value. In [2], author Zhans gives a relative performance comparison of scheduling 
algorithms in grid environment. Zhans conclude that HEFT and HHS perform better than level-based scheduling 
methods on many combination of computing environments. 

The HEFT is an insertion based static list heuristic that assign priorities of task on the basis of top-rank 
calculation. The top priority tasks are selected for schedule on processor which finishes its execution at earliest. 
The HHS use the hybrid technique of list based and level based scheduling techniques, it partitioned the directed 
acyclic graph into levels of independent tasks and tasks in each level are ordered and scheduled. The SHCP 
compute the priority of task by consider heterogeneity of processors. The priorities of tasks decide the execution 
order of tasks. 

In this paper, a new approach for computing the priority of task is adopted considering heterogeneity of 
processors and t-level value for critical path of given DAG. A critical path in a DAG is the longest path in the 
DAG by considering the computation and communication cost. The t-level of a node ݊௜ is the length of longest 
path from entry node to ݊௜ with excluding computation cost of task ݊௜. The priorities of tasks decide the 
execution order of task which reflects the schedule length of task graph. The experimental result shows that 
CPST algorithm performs better for running large task graphs in grid environment at high CCRs 
(communication to computation ratio). 

Heterogeneity is a type of variability in characteristics of resources. The resources can be computational and 
communicational of any distributed system. Here the means of characteristic of resources are bandwidth, 
execution rate etc. we considered a heterogeneity model [2, 5] which define two factor, processor heterogeneity 
factor and network heterogeneity factor to estimate the expected computation costs of tasks and expected 
communication cost of edges in the given DAG. 

The processor heterogeneity factor ρ can be computed as [2] 

                                                                ρ = 

ଶ	ൈ	ඪ
∑ ሼ஑	ሺ௉೔ିఈഥሺ௉೔ሻሻሽమ
|ು|
೔సభ

|௉|
൘

୫ୟ୶	ሺ஑	ሺ௉೔ሻሻ
                                     …… (1) 

Where αሺ పܲഥሻ is the mean processing rate, which can computed as 

                                                                     αሺ పܲഥሻ = 
∑ ஑	ሺ௉೔ሻ
|ು|
೔సభ

|௉|
                                                 ……. (2) 

High heterogeneity among the processor shows by high value of α. 

The network heterogeneity factor σ can be computed as [2] 

                                                σ = 

ଶ	ൈ	ඪ

∑ ∑ ሼஒ	൫௉೔,௉ೕ൯ିఉഥሺ௉೔,௉ೕሻሽమ
|ು|
ೕస೔శభ

|ು|
೔సభ

ሺ
|ು|మష|ು|

మ
ሻ

൙

୫ୟ୶	ሺஒ	ሺ௉೔,௉ೕሻሻ
                           …… (3) 

Where ̅ߚሺ ௜ܲ, ௝ܲሻ is the mean transfer rate, which can be calculated as 

ሺߚ̅                                                     ௜ܲ, ௝ܲሻ = 
∑ ∑ ஒ	ሺ௉೔,௉ೕሻ

|ು|
ೕస೔శభ

|ು|
೔సభ

ሺ
|ು|మష|ು|

మ
ሻ

                                                 …… (4) 
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It is assumed that data transfer rate between two processors without any direct link is zero. So, the expected 
computation cost of task nodes can be computed as [2] 

 = ഥ௜ݓ                                                   
ఛ೔

ఘൈ୫୧୬	ሺ஑	ሺ௉೔ሻ	ା	ሺଵି஡ሻൈ୫ୟ୶	ሺ஑	ሺ௉೔ሻሻሻ
                                     …….. (5) 

Similarly, expected communication cost of edge from task ݊௜ to ௝݊ can be computed as [2] 

 = ௜௝ߝ                                                    
஼೔,ೕ

ఙൈ୫୧୬	ሺஒ	൫௉೔,௉ೕ൯ሻ	ା	ሺଵି஢ሻൈ୫ୟ୶	ሺஒ	ሺ௉೔,௉ೕሻሻ
                             …….. (6) 

Where ߬௜ is computation cost for task ݊௜ and ܥ௜,௝ is communication cost occurring along the edge (i,j). 

III. PROPOSED WORK 

In this phase, a critical path based sequence of tasks is generated. The nodes along this path are called CP-
nodes. After constructing critical path, other nodes are added to keep the precedence constraint order of task 
execution. In this, the successor nodes are added on the basis of higher t-level and ties being solved randomly as 
in [6] and [9]. Other remaining nodes are added using the same priority as assigned to them at the end of task 
sequence. 

The t-level of task ݊௜ is the longest directed path considering computation and communication cost from entry 
node to node ݊௜ with excluding computation cost of ݊௜.  It can be calculated as   

௝ݐ) ௜ = maxݐ                                                       ൅	ߝ௜̅௝),  ∀ ௝݊ ϵ pred (݊௜)                             ……. (7) 

Where pred (݊௜) represent the immediate predecessor of task node ݊௜ in the DAG. The first unscheduled task in 
the task sequence is known as candidate task. The unscheduled selected candidate task is mapped to the 
processor in the processor matrix which allows it to finish at earliest. The task ݊௜ can start its execution on the 
candidate processor if data arrive from all of its immediate parents so as to meet precedence constraints. 

To select best processor for the candidate task , it  is necessary to define the earliest start time (EST) and earliest 
finish time (EFT) of task ݊௜ on processor ݌௝. For entry task node 

                                                                  EST (݊௘௡௧௥௬ ,݌௝) = 0                                            ..….. (8) 

For other tasks, the EST and EFT can be calculated as 

                       EST (݊௜ ,݌௝) = max [avail (j),  
ݔܽ݉

݊௠	ϵ	pred	ሺ݊௜ሻ
	ሺܶܨܣሺ݊௠ሻ 	൅	

஼೘,೔

ஒ	൫௉ೖ	,	௉ೕ൯
ሻ ]       ….. (9) 

                                                        EFT (݊௜ ,݌௝) = 
ఛ೔
௣ೕ

 + EST (݊௜ ,݌௝)                                     ….. (10) 

Where AFT (݊௠) is the actual finish time of task ݊௠, avail(j) is the time when processor ݌௝ is ready to execute 
new task in non-insertion based scheduling policy [10]. After assignment of all tasks in a DAG, the makespan of 
the schedule will be  

                                              Makespan = max [AFT(݊௘௫௜௧)]                                                       ……. (11) 

Here, a task scheduling algorithm (CPST) for grid environment presented. The pseudo code of the algorithm is 
presented in Fig. 1. CPST algorithm use t-level approach for minimizing makespan of a DAG, because t-level 
not include the computation time of current task. So algorithm is free to assign this task to best processor, 
whenever other algorithms HEFT, CPOP and SHCP are not free to assign the current task to any best processor. 

The CPST algorithm works in two phases, in first phase a task sequence generated on basis of critical path with 
t-level for computing priorities of tasks using processor and network heterogeneity factor. In second phase select 
the tasks in order of their priorities and schedule to a processor which minimizes the task’s completion time. 

As an illustration, Fig. 3 presents the schedules obtained by CPST algorithm for a sample DAG of Fig. 2. The 
schedule length, which is 80, is shorter than the schedule lengths of other related work. The Table 1 and 3 gives 
mean processing rate for processors and t-values for all tasks. The scheduling order of the tasks with respect to 
CPST algorithm is {݊ଵ, ݊ସ, ݊ହ, ݊ଷ, ݊଺, ݊ଶ, ଼݊, ݊଻, ݊ଽ, ݊ଵ଴}. 
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                 Table 2: Computation Cost Matrix                                                         Table 3: t-values of tasks    

 

 

 

 

 

 

 

 

 

 

 

           

 

 

          

 

                                                   Figure 3: Scheduling length by CPST 

 

Sort task ݐ௜ values in increasing order. That is ݊ଵ, ݊ସ, ݊ହ, ݊ଷ, ݊଺, ݊ଶ, ଼݊, ݊଻, ݊ଽ, ݊ଵ଴. Now calculate EFT (݊௜ ,݌௝) 
for each task and assign this task to processor that has minimum value for it. By this we get minimum makespan 
80 with heterogeneity factors ρ and σ.  

IV. EXPERIMENTAL RESULT AND SIMULATION 

In the section, we give the comparative evaluation of CPST algorithm with other algorithms like HHS, HEFT 
and SHCP. Performance of CPST algorithm is evaluated by using experiments on MATLAB platform (version 
R2009a). We have implemented the CPST algorithm and compared the schedule produced on a variety of 
random task graphs in heterogeneous grid environment as described in [7]. 

The following performance metrics are the basis of comparison of algorithms. 

Schedule Length Ratio: since a large set of task graphs is used. So it’s necessary to normalize the schedule 
length to a lower bound. That is called schedule length ratio (SLR) and define as [11] 

                                                       SLR = 
௠௔௞௘௦௣௔௡

∑
௠௜௡
௣ೕఢ௉

ሺ
ഓ೔
೛ೕ
ሻ೙೔ച಴ು೘೔೙

ሾ	 ሿ
                                                        …….. (12) 

The denominator is the summation of minimum execution costs of tasks on the ܥ ௠ܲ௜௡ (minimum critical path). 

 ଷ݌ ଶ݌       ଵ݌ 

    ݊ଵ       14    16      9 

݊ଶ 13    19      18 

݊ଷ 11    13      19 

݊ସ 13     8      17 

݊ହ 12   13     10 

݊଺ 13   16      9 

݊଻ 7   15     11 

଼݊ 5   11    14 

݊ଽ 18   12    20 

   ݊ଵ଴ 21    7     16 

  task t-level ݐ௜ 

    ݊ଵ         0     0 

݊ଶ    31   1.8 

݊ଷ    25   1.2 

݊ସ    22   .9 

݊ହ    24   1.1 

݊଺    27   1.4 

݊଻   62.3   5.3 

଼݊   66.6   4.8 

݊ଽ   63.6   6.3 

   ݊ଵ଴   93.2   9.01 
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of 100 graphs. The experimental results (Fig. 4 and Fig. 5) show that CPST algorithm gives better or equal 
result in comparison of HEFT, HHS and SHCP algorithm for large task graphs and high CCRs. 

V. CONCLUSION 

This paper presents a new approach of task scheduling in grid environment when heterogeneity of resources and 
heterogeneity of network are two important factors in a task scheduling problem. The CCR value is more in 
heterogeneous environment. The result shows that the CPST algorithm improves with increase of task sizes and 
CCRs. So for large task graphs at higher CCRs, CPST gives good results as compare to HHS, HEFT and SHCP. 
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