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Abstract 
 
The main goal of association rule mining is to examine large transaction databases which reveal implicit 
relationship among the data attributes. Classical association rule mining model assumes that all items have same 
significance without assigning their weight within a transaction or record. This proposed method gives 
importance for the items and transactions while calculating weight on various algorithms have been represented 
by researchers. The proposed method combines w-support measure and the essential features of the FP-tree to 
reduce the time complexity. The experimental result shows that the proposed method performs better than 
existing method. 
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1. Introduction 
 

Data mining can be defined as exploration and analysis of large quantities of data in order to discover 
unknown or hidden information. Data mining is applied in numerous applications like cross- marketing, market-
basket problem and text mining [1] [2]. Association rule mining is an important technique or mechanism in data 
mining. Association rule is an implication expression of the form X→Y where X is antecedent and Y is 
consequent. The antecedent and consequent are set of item from item domain I. The antecedent and consequent 
are a set of items from the domain I. Thus X∩Y=Φ. If an item set contains K items, and then the item set is 
called K-item set. 

The support of an item set is defined as the ratio of number of transactions containing the item set to 
the total number of transactions. 

The confidence of the association rule X→Y is the probability that Y exists given that a transaction 
contain X i.e. 

)(/)()/( XPYXPYXP rrr    (1) 

In large databases, the support of X→Y is taken as the fraction of transaction that contains XUY. The 
confidence of X→Y is the number of transaction containing both X and Y divided by the number of transactions 
containing X [4]. In classical association rule mining algorithm treat each and every transaction equally, these 
measures are preassigned weights. Suppose data containing frequent item set I = {I1, I2, I5}. The non-empty 
subsets of I are {I1, I2},{I1, I5},{I2, I5},{I1},{I2}and {I5}.The resulting association rules can be listed as 

I1^I2 Confidence 2/4=50% 

I1^I5 Confidence 2/2=100% 

I1^I5 Confidence 2/2=100% 

I1→I2^I5 Confidence 2/6=33% 

I2→I1^I5 Confidence 2/7=29% 

I5→I1^I2 Confidence 2/2 =100% 

Ke sun and Fengshan Bai[1] proposed HITS(Hyperlink Induced Topic Search) which is a combination 
of apriori- gen algorithm that generates candidate set and frequent item set by scanning and pruning the 
database. Mainly HITS is based on employing hubs and authorities for generating item set and searches for 
frequent occurring data set item which reinforces another item set. According to HITS all items are weighted 
differently and for each item weight support is generated. However, apriori –gen algorithm assumes that 
transaction database is memory resident. It also requires many database scans. 

This paper introduces a method to use FP-Growth algorithm instead of apriori- gen algorithm to reduce 
space and time complexity. FP-Growth is a tree like structure which scans in descending order to produce nodes 
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from its root node as there is a relationship between the root node and child node transaction in an item set the 
combination of HITS with FP-Growth algorithm increases the speed of performance and reduce wastage of 
time. 
 
2.  Previous Research 
 

Data mining is one of the problems solving technique that has made a great deal of attention. 
Association rule is an important technique in data mining. According to Sergey Brin et al, provided a measure 
called DIC (Dynamic Item set Counting) with apriori algorithm that builds large item set and make its subset 
also large by increasing memory size and time complexity . The advantage of DIC measure is flexible to add, 
delete the counted item sets, extended to parallel and incremental update versions by J.M.Kleinberg[3].A new 
efficient algorithm for mining binary association rule has been proposed by a measure called Apriori-gen. In  
apriori-gen, if an item set is large all the subsets of item set must be large. Traditional association rule model 
assumes that items have the same significance without taking account of their attribute within a transaction or 
within the whole item space.  

According to Ke sun and Fenshan Bai, the improved model is weighted association rule mining. In 
weighted association rule mining, item sets are no longer simply counted as appeared in the transaction. This 
change of counting mechanism makes it necessary to adapt traditional support to weighted support. The goal of 
using weighted support is to make use of the weight in the mining process and prioritize the selection of target 
item sets according to their significance in the data set rather than their frequency alone [4] [5]. Weighted 
support of an item set can be defined as the product of the total weight of item set (sum of the weights of its 
items) and the weight of the fraction of transaction in the item set occurs. HITS are combined for calculating 
weighted support. 

 
3.  Ranking Transaction with HITS 
 

The fact of transaction describes bipartite graph without any loss of information. Let 

},.....,{ 21 mTTTD   be a list of transactions and },......,{ 21 niiiI   be the corresponding set of items D is 

equal to the bipartite graph ),,( EIDG  , where },,:),{( IiDTTiITE  . 

The relationship between transaction and item is just like the relationship between hubs and authorities [1]. By 
considering the transaction of pure hubs and pure authorities which shows the statement or expression are 
equal through iteration process such as 

 





TiiTiT

iauthThubThubiauth
::

)()(),()(  (2) 

 
 
 

TID TRANSACTION 

100 {A,B,C,D,E} 

200 {C,F,G} 

300 {A,B} 

400 {A} 

500 {C,F,G,H} 

600 {A,G,H} 
 

Table 1: The Bipartite representation of a database 

 
When HITS model is applied all transactions are obtained, some weights represent high-value item, 

transaction with few items have good hub. If all sub-items are top-ranked transactions with more ordinary item 
have low hub weight. 
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Figure 1: Bipartite graph 

 
3.1. W-Support: A New Measuring weight 
 

In classical association rule [2] the values are found for a group or a separate list of item on calculation. 
By familiarizing, a new measure called W-support which expresses weight for each and every item and 
transaction. 
In the previous section, we have showed the application of HITS algorithm [4] is the order of processing. Step 

by step process focuses on the authority weight 



TiT

Thubiauth
:

)()(  pointing to the    “significance “ of an 

item i. 
 
Definition 1: The W-support of an item set X is defined as 






 


DTT

TXT

Thub

Thub
XW

DT

:

:
sup )(

)(
)(    (3) 

 
)(Thub  is the weight of proceeding T. An item is said to be important if its w-support is larger than a user 

defined value. 

 weightshub Total

available is calculated

 be  toneedsupport - Witemwhich 

in  ons transactiof  weightshub Add

sup W  

 
e.g 

291.2

412.0148.0233.0518.0
)(sup


AW  

 
= 0.57 

 
By placing all hub(T) with one on the right hand side of equation (2) gives sup(X).So portWsup  is 

considered as a common inference of support which employs weights of all transactions into account. The 
weights are not aimed by sharing values to items but there is a wider link constructed from a database. 

 
 
 
 
 

{A, B, C, D, E} 

{C, F, G} 

{A, B} 

{A} 

{C, F, G, H} 

{A, G, H} 

A 

B 

C 

D 

E 

F 

G 

H 
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TID TRANSACTION HUB WEIGHT 
100 {A,B,C,D,E} 0.518 
200 {C,F,G} 0.436 
300 {A,B} 0.233 
400 {A} 0.148 
500 {C,F,G,H} 0.544 
600 {A,G,H} 0.412 

 
  

ITEM SET SUPPORT W- SUPPORT 
{A} 0.67 0.57 
{B} 0.33 0.33 
{C} 0.50 0.65 
{D} 0.17 0.23 
{E} 0.17 0.23 
{F} 0.33 0.43 
{G} 0.50 0.61 
{H} 0.33 0.42 

 
Table 2: Hubs and supW for Database 

  
A database in tabulation provide weights for each (transaction) proceedings items which are described 

in HITS iteration and W-support for individual one- item set. In table 2, finding the best hub between 
(transactions 500). Here CFGH is one with more item number and the most important item set (|C|) is not the 
largest support. This example brings out the difference between link-based and counting based proceedings in 
200 and 500 T200(C, F, G), T500(C, F, G, H) there exists strong relationship between two transaction i.e., (C, F, 
G) in a bipartite graph as these items are to be evaluated highly since it needs to strengthen itself and adds other 
transaction items to be found united. Hence A has more support, which rarely shows with other valuable items, 
and A is graded in lower level. 

W-support finds and differentiate the values eg., item sets B,F,H  have support of 0.33, and F is graded 
first since it occurs in both the proceedings T200 and T500 with (C,G) i.e., along with good items. 

 
Definition: 2  
 

The W-support of an association rule X→Y is defined as 
 

)()(sup YXYXW     (4) 

 
For example  

௦ܹ௨௣ሺܣ → ሻܤ ൌ
0.518 ൅ 0.2333

2.291
 

        
=0.3279 

and the W-Confidence is 

)(

)(
)(

sup

sup

XW

YXW
YXWconf


                  {5)                   

412.0544.0148.0233.0436.0518.0

544.0436.0
)(




 FCW  

 
= 0.43 

 65.0

43.0
)(  FCWconf

   
 

 
=0.66 
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The w-confidence can be inferred as the expression to show the relation by dividing the hub weights 
accepted by X along with Y to the sum of hub weights accepted by X. w-support extents the importance of X 
and Y that appear united, if (X→Y) is big, it reflects that more good hubs that prefer for X also preferred for Y. 
Since the part of a whole of these hubs may be small suitably, association rule mining is to find out all rules with 
w-support and w-confidence with some given range of values. 
 
3.2 A Fast Mining Algorithm 
 

One of the mining association rule that comply with lowest possible W-support and W-confidence that 
can be separated into two small uncertainties. 

 
1. To find all important items set with W-support overhead the given range of values. 
2. Getting rules from item sets in step1. The first step is more important. Overlooked from the step first is 

very costly. The solution given in this step is to carry out that if item set fulfill some lowest possible W-
support, then all its subsets comply with the smallest possible quantity. This is called downward closure 
property. 

 
Proof: 
 

Let X be an item set that fulfill )min()( supsup WXW   and Y be a subset of X, we shall verify the 

)min()( supsup WYW  any proceedings that handles X must also handle Y ie., 

 },:{},:{ DTTYTDTTXT  

 
In addition to hub weights in all proceedings are untrue. Therefore, 

 


 


DTDT TYTTXT

ThubThub
::

)()(  

 

Distribute each sides by 
DTT

Thub
:

)(  then we have )()( supsup YWXW  .This gives the outcome of 

the item set. Based on characteristics, we can summarize the importance of item set in a level wise, behavior as 
the Apriori like algorithm shown in figure 3. 
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Figure 2. An Algorithm for Mining Significant Item sets 

 
3. Proposed Work 

 
 In order to mine the frequent items from the database the associations rules are performed all these 

rules are useful for the decision maker in order to know which items occurs more frequently in the database 
based on rules by specifying minimum threshold specified all these items can be extracted. The different 
algorithms like apriori, FP-Growth, dynamic FP-Growth and weighted associations are used. In order to 
determine the minimum threshold value for the apriori and FP-Growth we calculate the support and confidence 
and by using these values the minimum threshold value is set. To overcome the disadvantages of apriori: too 
much of database scanning to calculate the frequent items, to increase the performance of apriori , FP-Growth is 
proposed. 

Calculating weight value for each item using hub and authority, using HITS algorithm to reduce 
number of scanning process. In which root node is created with null node, if more frequent item set transaction 
then child node and any other existing item node are added to the parent node to continue the process of finding 
the best transaction item. Again it returns to the candidate item set for item set calculation. FP-Growth is 
constructed and implemented as proposed work in order to speed up the memory. 

Resembling various algorithms for frequent item set mining for example apriori or éclat, FP-Growth 
preprocesses the proceeding database as follows: In first scan, the repetition of items (support of single element 
item sets) are determined, and infrequent items are removed items that appear in small proceedings  is not a 

Initialize  to I for each item  
for  
do begin 

  
for each item  
for all transactions do begin 

 

  
for each item  

 
end 

  
for each item I,  
normalize   
end 

 

for  
do begin 
Ck =FP-Growth (Lk-1 ) 
for all transactions do begin 
Ct =subset(Ck ,t) 
for all candidates  do 

  

 
end 

 

end 
Output=UkLk  
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portion of calculating  frequent item set. In addition, the items in every transaction are separated and represented 
in descending order with right to their repetition in the database. Though the algorithm does not rely on precise 
order, tests are displayed that leads to less performance than an indefinite order. A frequent pattern tree is a tree 
structure defined below.  

 
1. It consists of one root labeled as “root”, a set of item prefix sub-trees as the children of the root, and 

a frequent-item header table.  
2. Each node in the item prefix sub-tree consists of three fields: item-name, count, and node-link, where 

item-name registers which item this node represents, count registers the number of transactions represented by 
the portion of the path reaching this node, and node-link links to the next node in the FP-tree carrying the same 
item-name , or null if there is none.  

3. Each entry in the frequent-item header table consists of two fields, (1) item-name and (2) head of 
node-link, which points to the first node in the FP-tree carrying the item-name.  

                                                  
 

Figure 3. FP-Growth Algorithm 
 
 

TID Items 
1 {a,b} 
2 {b,c,d} 
3 {a,c,d,e} 
4 {a,d,e} 
5 {a,b,c} 
6 {a,b,c,d} 
7 {a} 
8 {a,b,c} 
9 {a,b,d} 

10 {b,c,e} 
 

Table 3: Transaction Data set 

 
 

Ck =FP-Growth (Lk-1 ) 
Create  a root node of  FP- tree and 
label it as  null 
do  while t is empty 
insert (t,root) 
link the new node to other  node with 
similar label links originating from   
header list 
end do    
insert (t,any_node) 
return FP-tree 
do while t is not empty  
if any_node has child node with label 
head_ t  then increment the link count 
between any_node and  head_t by 1 
else create a new child node of 
any_node with label; head_t with link 
count 1 
call insert (body_t,head_t) 
end do 
return Ck 
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Figure 4. Sample FP-tree Construction 

 
 
 

 
 

 
 
 
 
 
 
 
 

Figure 5 Conditional FP-Tree on e 

 
 
 

Suffix Frequent item sets 
e {e}, {d,e},{a,d,e},{c,e},{a,e} 
d {d}, {c,d},{b,c,d}, {b,d}, {a,b,d},{a,d} 
c {c}, {b,c}, {a,b,c},{a,c} 
b {b} {a,b} 
a {a} 

Table 4:Frequent item sets 

 

Null {} 

a:8 
 
 
b:7 
 
 
c:6 
 
 
d:4 
 
 
e:3 

a: 8

b:5

c:3 

d:1

b:2 

c:2 

e:1

d:1

e:1

c:1

d:1

e:1
d:1 

d:1

Null {}

a:2

c:1 
c:1

d:1 d:1
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Figure 6: Example of   FP-Growth Algorithm with Weight value 

 
Conditional tree   - C  consists of two path A,B,C,D,E and C,F,G,H 

  
 
 
 
  
 
 
 
 
 
 
 
 
 
   Figure 7: Prefix tree for C 

 
 
 
 
 
 

 
   Figure 8: Conditional FP-tree for C 

 

{}

A:0.21     

    

A:0.11A:0.21

C:0.13 

G:0.34 

F:=0.49 

B:0.25 

D:0.518 

C:0.36 

B:0.12

A:0.327 
 
 
C:0.49 
 
G:0.464 
 
B:0.375 
 
F:0.49 
 
H:0.478 
 
D:0.518 
 
 
E:0.518 

G:0.12 

H:0.23
H:0.24

E:0.518 

{}

A:0.01 G:0.34

B:0.25 F:0.49

D:0.518 H:0.24 

E:0.518 

{}

C:3
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Suffix Frequent item sets 
H {H}, {A,H},{A,G,H} 
G {G},{A,G},{C,F,G},{C,F,G,H} 
F {F},{C,F,G},{C,F,G,H} 
E {E},{A,B,C,D,E} 
D {D}, {A,B,C,D,E} 
C {C},{A,B,C,D,E},{C,F,G,H},{C,F,G} 
B {B},{A,B} 
A {A}, {A,B},{A,B,C,D,E},{A,G,H} 

 
Table 5: Frequent Pattern Item set for weight value 

 
5.  Experimental Results 
 

Instead of apriori algorithm, FP-Growth algorithm which gives effect to W-support and W-confidence 
as the collection which begin with various tests to capture some classical datasets. Example for FP-Growth is 
the Food mart dataset as input. Classify the dataset into two ways by taking the real dataset that is food mart as 
an input.  Food marts, unit profits for items in utility tables are generated and quantities of items also generated 
from dataset. The experiments were conducted on a 2.84-GHz Intel Core 2 dual machine with 2 Gigabyte of 
RAM running Windows XP using java version 1.6.  

In regard to the experimental testing database, its source was a FoodMart2000 retail transaction 
database embedded in a Microsoft SQL Server 2000. Since there are different kinds of transaction databases in 
FoodMart2000, by select sales fact 1997 data table for assessment. The number of product items in this data 
table is 1560. In order to effectively mine meaningful association rules, this experiment categorizes the products 
into groups according to the product category provided by the data table. Thus, products are classified into 34 
categories, each with a corresponding product category id. In regard to data selection, 6000 customers are 
randomly selected along with their corresponding transaction data at different times. After arrangement, there 
are a total of 12,100 transaction records for these 6000 customers.   

 
5.1 Number of rules Vs Weighted confidence 
 

By analyzing and comparing the performance offered by Apriori with HITS and FP growth with HITS. 
The technique based on two parameters is number of rules and weighted confidence is compared. Here if the 
weighted confidence is increased the number of rules is decreased linearly. But if the number of rules generated 
by proposed system is high when compared with existing system. Based on the comparison and the results from 
the experiment show that proposed approach works better than the other existing systems. The table value is 
given below in Table 3. 

 
 

 
S.No Weighted 

confidence 
Apriori with  

HITS 
FP growth 
with HITS 

 
1 

 
20 80 85 

 
2 

 
30 75 80 

 
3 

 
40 70 75 

 
4 

 
50 65 72 

 
5 

 
60 60 65 

 
6 

 
70 53 60 

 
Table 6: Number of rules Vs Weighted confidence 

 

V.Vidya / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 5 No. 08 Aug 2013 750



 
5.2 Freq
 

The techn
the frequ
frequent 
experime
below in 

 
 

uent item set

The performa
nique is based

uent item sets
item set wh

ent show the p
Table 4. 

F

t Vs support 

ance offered b
d on two para
s decreased li
hen compared
proposed appr

S.NO 

 
1 
 
2 
 
3 
 
4 
 
5 
 
6 

Figure 9: Number

y Apriori with
ameters, frequ
inearly. But th
d with existin
roach works b

Support (%)

 
10

 
20 

 
30 

 
40 

 
50 

 
60 

Table 7: Fr

Figure 10:

 
r of Rules Vs We

h HITS and F
uent item set a
he frequent it
ng system. B
better than the

 
) Apriori 

HITS

396

280

220

185

140

120

requent item set V

 
Frequent item se

eighted confidenc

P- Growth wi
and support. H
tem sets of p

Based on the
e other existin

with  
S

FP 
wit

Vs support 

t Vs support 

ce 

ith HITS are a
Here if the sup
proposed syste
e comparison 
ng systems. T

growth 
h HITS

485 

370 

280 

220 

180 

150 

 

analyzed and c
pport value is 
em producing

and results 
The table valu

 

compared. 
increased 

g the high 
from the 

e is given 

V.Vidya / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 5 No. 08 Aug 2013 751



 
 
6.  Conclusion 
 

By declaring an outline on frequent pattern growth depending on association rule and weighted 
association rule overcome the rule is a specimen to generate frequent item sets with large merits in cost and 
performance. WARM rule is to calculate frequent item set with large number of iteration to produce an outcome 
to be generated. So FP-tree algorithm with increased HITS providing a study is more useful to produce frequent 
item set. The experimental results were measured with real-time dataset foodmart between the WARM and FP 
growth. Proposed FP growth system performs better than the existing system with real-time dataset Foodmart. 
From the above paper further enhancement, based FP- tree can also refined by implementing genetic algorithm 
to decrease the pattern growth of an database. 
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