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Abstract—With the explosive growth of WWW, the web mining techniques are densely concentrated to 
discover the relevant behaviors of the web user from the web log data. In fact the pattern discovery 
techniques generate many hundreds, often thousands, of patterns, that are unwanted, unexpected, 
disputable and unbelievable in nature. The success of representing the real knowledge out of such 
patterns is highly reliant on the pattern analysis stage in investigating the web user usage behavior. To 
retain most genuine and interesting patterns it is necessary to filter out unqualified patterns and use more 
sophisticated visualization techniques to present the knowledge of web user usage effectively. 

The authors in the present paper propose an Analysis and Knowledge Representation System (AKRS) 
that equally concentrates on both knowledge identification and representation. The key measures are 
combinedly used for the knowledge identification as a three phase filtering system, to determine the 
interestingness of patterns in the proposed AKRS. Initially, the objective measures applied on the 
patterns discovered by pattern discovery techniques to filter out the patterns that do not meet statistical 
strengths with the frame work of interest factor. Later, subjective measures are applied to identify the 
patterns that are of most genuine interestingness based on web knowledge. Finally, the heuristic measures 
evaluate the semantics of patterns based on both user specific objectives and utility of mined patterns. 
The measures of AKRS efficiently determine the correlation among the most interesting patterns. In 
addition, to meet the challenges in knowledge representation, like identifying relevant information, 
finding the depth of information and achieving the visualization competency, the proposed AKRS also 
designates the recent knowledge visualization techniques like multidimensional and specialized 
hierarchical. The AKRS amplifies the truthfulness and rate of success in representing final knowledge of 
web user behavior. 

Keywords-Pattern Analysis; objective meassures; subjective meassures; heuristic meassures; visulization 
techniques. 

I. INTRODUCTION 
The rapid advancement in web technology and declined costs of storage media, has led business to store 

enormous amounts of information in huge weblogs. Mining useful information and helpful knowledge from these 
weblogs has evolved as solid base for researchers and creates a scope for further research. Web mining is the 
application of data mining techniques to identify and represent useful information and patterns from the weblog 
data. The survey conducted by various authors and their research contributions identified three broad categories 
of web mining, namely Web Content Mining (WCM), Web Structure Mining (WSM) and Web Usage Mining 
(WUM). 

Web Content Mining is a mining technique which can extract the knowledge from the content published on 
internet, usually as semi-structured (HTML), Unstructured (Plain text) and structured (XML) Documents. The 
content of a Web page may be varied, like text, images, HTML, tables or forms. Web Structure Mining is a 
mining technique which can extract the knowledge from the World Wide Web and links between references in 
the Web. Mining the structure of the Web involves extracting knowledge from the interconnections of the 
Hypertext documents in the WWW. Web Usage Mining, also known as web log mining, is the process of 
automatic discovery and investigation of patterns in click streams and associated data collected or generated as a 
result of user interactions with web resources on web sites. 
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The main goal of web usage mining is to capture, model and analyze the behavioural patterns and profiles of 
users interacting with web sites. The discovered patterns are usually represented as collection of pages, objects or 
resources that are frequently accessed by groups of users with common needs or interests. The primary data 
resources used in web usage mining are log files generated by web and application servers. The overall Web 
usage mining process can mainly be divided into three interdependent stages: Pre-Processing, Pattern Discovery 
& Pattern Analysis as shown in figure 1. 

 
Figure 1.  Stages of web usage mining 

Pre-processing is the initial and very important stage in web usage mining applications in the creation of 
suitable target data set to which mining algorithms can be applied. Pattern discovery is the second stage of web 
usage mining process which can take the output generated by pre-processing stage. The goal of pattern discovery 
is the stage of learning certain general concepts from the pre-processed data. Pattern analysis is the final stage of 
usage mining which can extract interested patterns from the output of pattern discovery.  

The goal of pattern analysis is the task of understanding, visualizing, and interpreting the discovered patterns 
and statistics. The patterns have been recognized by pattern discovery technique must be analyzed to determine 
patterns that can be used in investigating the web user usage behavior. In this process some patterns need to be 
deleted as they are identified with less interest. The evaluation of the interesting pattern has become the central 
issue in the analysis phase.  

Thus, the usage of key measures is essential for notifying their degree of interestingness. The key measures 
are objective, subjective and heuristic. The objective measures discard the patterns on the basis of statistical 
strengths that include generality and reliability. The subjective measures that recognize the patterns on the basis 
of user belief factors include unexpectedness and actionability. The heuristic measures consider the semantics and 
explanation of the patterns take into utility. In addition, the significance of this stage depends on the presentation 
of the real knowledge using visualization techniques. 

The remaining paper is organized as follows. In section II, related work is described. In the next section III, 
proposed work is presented in detail. In the subsequent section IV, the experimental analysis of the proposed 
work is shown. Finally in section V conclusions are mentioned.  

II. RELATED WORK 
In the next year 2000, Colton S. and Bundy A [4] focused on the concept of estimating the interestingness and 

extracted some common notations about interestingness using automated mathematical discovery. Hilderman R., 
Hamilton H [10] described a two step process for ranking the interestingness of discovered patterns. They have 
also shown how this 2 – step process can be applied to ranking generalized association rules. In the same year, 
Liu, B., Hsu, W., Chen, S., Ma, Y. [19] proposed a new approach to assist the user in finding interesting rules in 
particular unexpected rules from a set of discovered association rules. Ludwig, J. and Livingstone, G. [20] 
developed a definition of novelty concept to determine interestingness of discovered rules. Padmanabhan, B. and 
Tuzhilin [24] focused on discovering unexpected patterns and proposed new method for discovering a minimal 
set of unexpected patterns that measures the interestingness. They also demonstrated strength of this approach 
experimentally. Tan, P. and Kumar, V. [33] examined various interestingness measures proposed in statistics and 
data mining literature.  

During 2001, Hilderman, R. J. and Hamilton, H. J [12] focused on classifying interestingness measure and 
provided general overview of more successful and widely used interestingness measures from the literature that 
have been employed in data mining applications. Hilderman, R.J., Hamilton, H.J. [13] explored diversity of 
measures for ranking the interestingness summaries. Jaroszewicz, S. and Simovici [14] presented a new general 
measure of rule interestingness.  

All the range in 2002, Keim, D.A. [17] proposed a classification of visualization techniques which is based on 
the data type to be visualized. Grinstein, G., Hoffman, P., & Pickett, R [8] described a set of benchmarking for 
visualization approaches. Collier, K., Medidi, M., & Sautter, D [3] based on their survey, expressed that the 
current visualization techniques have progressed dramatically in the past decade. Tan, P., Kumar, V., and 
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Srivastava J [34] presented an overview of various measures in the statistics, machine learning and data mining 
literature. Sahar S [30] introduced an approach that requires very little domain knowledge to eliminate the 
majority of the rules that are subjectively not interesting. Webb, G. I. and Brain D [38] addressed shortage of 
formal analysis about how to select useful interesting measures. Padmanabhan B. and Tuzhilin [25] addressed the 
problem of incorporating discovered contradicts into the belief system based on formal logic approach.  

In the year 2003, Brijs T., Vanhoof K. and Wets G [1] provided an overview of existing measures of 
interestingness and divided them into objective and subjective measures. Dykes, J. and Mountain, D [5] described 
a novel representation designed for interactive graphical data analysis. E R Omiecinski [6] discussed interest 
measures for associations by applying downward closure property and described its importance.Robert Redpath 
and Bala Srinivasan [29] established suitable criteria for comparison of visualization. Wang, K., Jiang, Y. and 
Lakshmanan, L.V.S [37] studied important issues that are used in mining unexpected rules using dynamic entity. 
Hilderman, R. and Hamilton, H   [11] evaluated many diversified measures used as heuristic measure of 
interestingness.  

In the next year 2004, Jaroszewicz, S. and Simovici, D A [16] proposed a new definition of interestingness as 
the absolute difference between its support estimated from the data and from the Bayesian network. Lenca, P., 
Meyer, P., Vaillant, B., and Lallich, S. [18] expressed using probabilistic models and chain graphs instead of 
Bayesian is another research area. McGarry, K. and Malone, J [22] described goal driven method for subjective 
measures that are applied to measure the rules extracted from neural networks. X. Jin, Y. Zhou, and B. Mobasher 
[39] developed a unified framework that analyzes semantic relationships among the users and pages using 
probabilistic latent semantic analysis-PLSA.  

During 2005, Furnkranz, J. and Flach, P. A [7] provided analysis of behavior of covering rule algorithms by 
visualizing their evaluation metrics and their dynamics and coverage space. Jaroszewicz, S. and Scheffer, T [15] 
studied the problem of discovering unexpected patterns in a databases. They formulated most interesting attribute 
sets and developed an algorithm. MCGarry, K. [21] presented a review of the available literature on the various 
measures devised for evaluating and ranking the discovered patterns produced by data mining process. Suzuki, E. 
and Zytkow, J.M [32] formalized the discovery of interesting exception rules as rule triplet discovery and 
categorized with literals.  

All the range in 2006, Padmanabhan, B. and Tuzhilin [26] presented a new method for discovering a minimal 
set of unexpected patterns by combining two independent concepts of minimality and unexpectedness. Vasudha 
Bhatnagar, Ahmed Sultan Al-Hegami, and Naveen Kumar [35] studied novelty interestingness measure for 
discovered rules. They proposed a hybrid approach based on both objective and subjective measures. The 
qualification is performed objectively and a user involvement is sought for categorization of rules based on 
novelty index. Yao, Y. Y., Chen, Y. H., and Yang, X. D [40] suggested a critical review of rule evaluation for 
interestingness measures.  

In the next year 2007, Heng-Soon Gan and Andrew [9] defined rescheduling stability quantitatively and have 
provided analytical mean for various heuristics. Rescheduling stability of heuristics is also important apart from 
effectiveness and efficiency. They extended empirical and analytical work on heuristic robustness. In their future 
research work, considering Spearman’s foot rule, a measure of permutation disarray may shed some further light 
on heuristics.  

During 2008, Vitaly Friedman [36] proposed USER approach that finds unexpected sequences and 
implication rules from data with user defined beliefs for mining unexpected behaviors from weblogs. They 
implemented by considering constraints both occurrences and semantics. Their experimental results with the 
belief basis have shown this approach is more suitable for web usage mining. As the unexpected behaviors impact 
the web usage analysis and many of the times the identification of unexpectedness depends on semantics and user 
beliefs, measure of unexpectedness elevated as an open research problem.  

In the next year 2009, Michael Friendly [23] surveyed the visualization techniques from the deep roots to the 
current fruit. Rana Malhas and Zaher Al Aghbari [27] presented a new robust sensitivity measure of 
interestingness to discover interesting patterns based on background knowledge represented by a Bayesian 
network. To capture the sensitivity they defined a new method. Patterns that attain the highest sensitivity score 
are deemed interesting. Their experimental results triggered interesting future research paths towards automation 
of the process, quality, scalability and intelligence of the sensitivity measure. 

The literature is evident that extending theory of interestingness for diversity measures is an open future 
research work. And also, the works in the literature triggered the present research towards combination of 
objective, subjective and heuristic measures as a unified measure for retaining the genuine interesting associated 
patterns. Some more authors articulated that the integration of visualization techniques along with interesting 
measures is another solid basis for future research.  

V.V.R. Maheswara Rao et.al / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 5 No. 05 May 2013 304



III. ANALYSIS AND KNOWLEDGE REPRESENTATION SYSTEM (AKRS) 
The associated patterns have been recognized by pattern discovery techniques must be analyzed to determine 

how those patterns can be used in investigating the web user usage behavior. In this process some of the patterns 
need to be deleted as they identified with less interest. To evaluate the interestingness of a pattern requires a set of 
popular measures and it becomes one of the central problems in the analysis phase. Besides, the representation of 
final knowledge understandable to every user is also an essential problem in knowledge representation. With 
these objectives the authors propose an Analysis and Knowledge Representation System (AKRS), the architecture 
of AKRS is as shown in figure 2. 

 

Figure 2.  Architecture of Analysis and knowledge representation system 

The AKRS, initially, identifies the knowledge inherited in associated patterns by using interestingness 
measures. These measures collectively identify the knowledge and helps in deleting less interest patterns. Later, it 
represents the knowledge by interpreting the interesting patterns using data visualization techniques to the level of 
desires and intentions of user.  

A. Knowledge Identification  
The knowledge identification is a process that evaluates the degree of interestingness of the associated 

patterns. The interestingness depends on quality of pattern, especially, cardinality, relativity and domain context. 
To integrate these qualities, selection of a number of good measures plays a vital role in identifying the actual 
knowledge. Towards this the proposed AKRS employs a three stage filter method which consists of objective, 
subjective and heuristic measures. It exploits the advantages of each measure to improve the identification of 
associated pattern with high interestingness. 
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The input for three stage filter AKRS is the associated set of patterns generated by the pattern discovery 
techniques, a sample output is as shown in figure 3. 

 

 {P5}, {P4, P5}, {P1, P4, P5}, {P3, P5}, {P1, P5} 

{P4}, {P3, P4}, {P2, P3, P4}, {P1, P3, P4}, {P2, P4}, {P1, P2, P4}, {P1, P4} 

{P3}, {P2, P3}, {P1, P2, P3}, {P1, P3} 

{P2}, {P1, P2} 

 
Figure 3.  Set of associated patterns 

1) Objective measures : 
Objective measures serve as a first stage filter to evaluate the interestingness of associated patterns based on 

data driven method and they take only data cardinalities into account. These measures are basically application 
independent and require additional input from the user apart from the specified threshold to eliminate unrelated 
patterns. These measures extract meaningful patterns depending on the structure of the pattern. 

The objective measures consider the probability and statistical values in filtering the patterns that do not meet 
the statistical strengths and retain the potential interesting patterns. The appropriate selection of objective 
measures in the web environment is made based on properties of the measures.  The principles and three key 
properties are as shown in figure 4. 
 

Property 1: M = 0 if P1 and P2 are statistically independent; 

Property 2: M monotonically increases with P(P1P2) when P(P1) and P(P2) remain the same. 

Property 3: M monotonically decreases with P(P1) (or P(P2)) when the rest of the parameters 

                     (P(P1P2) and P(P2) or P(P1)) remain unchanged. 

Where M is a good measure, P1 & P2 are the pages of an associated pattern. 

 
Figure 4.  Set of key properties 

Property1 is practically rigid as it states that an associated pattern which takes place by chance has zero 
interestingness value. In Property2, the higher support of P1P2 gives higher interestingness value when the 
support for P1 and P2 is fixed. Similarly in Property3, smaller support for P1 (or P2) shows more interestingness 
value when the supports for P1P2 and P2 (or P1) are fixed.   

A good objective measure is able to distinguish between direct associated pattern and sub associated pattern. 
To identify these objective measures, properties of the objects are the key differentiators. These properties play a 
vibrant role in choosing good object measures as a significant number of objective measures provide conflicting 
information about interestingness of an associated pattern. However, a set of measures are also available to 
provide consistent and common statistical strengths about interestingness of an associated pattern.   

In web environment and considering the properties of good measure, the following properties are considered 
by AKRS for validating the associated patterns. 
• Generality 
• Reliability 
More so, the AKRS employs the Interest Factor (IF) that adjoins the potential interestingness patterns involving 
low support and also pay attention to the result cause by support. 
A common methodology behind all these measures is developing a contingency table for set of associated 
patterns. This table tabulates the frequency counts of pages in associated patterns. The objective measures are 
derived based on the probability values represented in contingency table. A more practical approach is to 
determine the most appropriate measure by providing smaller set of contingency tables. 
An example of 2X2 contingency table for an associated pattern {P1, P2} is as shown in table I.  
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TABLE I.  2 X 2 CONTINGENCY TABLE 

 +૚ f01 f00 f0ࡼ +૚ f11 f10 f1ࡼ  ૛ࡼ ૛ࡼ 

 f+1 f+0 ࡺ 

where, 
P1, P2 denote the web pages in an associated pattern {P1, P2} 
N denotes the total number of associated patterns 
f1+ denotes the row sum of support count satisfying P1 
f0+ denotes the row sum of support count not satisfying P1 
f+1 denotes the column sum of support count satisfying P2 
f+0 denotes the row sum of support count not satisfying P2 
f11 denotes the number of associated patterns satisfying both P1 and P2 
f10 denoted the number of associated patterns satisfying P1 but not P2 
f01 denotes the number of associated patterns satisfying P2 but not P1 
f00 denoted the number of associated patterns not satisfying both P1 and P2 

a) Generality: 
An associated pattern is general and it covers relatively large subset of a given weblog. It measures 
comprehensiveness of an associated pattern, that is, the fraction of all patterns in the weblog that matches the 
associated pattern. The associated pattern interestingness is directly proportionate to the coverage in weblog.  
Generality normally coincides with sub associated patterns since they tend to have greater coverage. 
 The AKRS identifies the below probability values to represent the generality of an associated pattern from the 
contingency table I. 

    
• The coverage of P1 is derived as probability of P1, P(P1) = n(P1) / N.  

• The coverage of P2 is derived as probability of P2, P(P2) = n(P2) / N. 

• Then, the support, P(P1P2) represents the generality of the associated  

pattern {P1,P2}.  

 
b) Reliability:   

An associated pattern is reliable if the relationships described between the pages occur highly applicable for 
many cases.  For example, an associated pattern is reliable if its predictions are highly accurate, and association is 
reliable if it has high confidence. Many measures from probability, statistics, and information retrieval have been 
proposed to measure the reliability of associated pattern. 

The AKRS identifies the below probability values to represent the reliability of a associated pattern from the 
contingency table I. 

 

• The coverage of P1 is derived as probability of P1, P(P1) = n(P1) / N.  

• The coverage of P2 is derived as probability of P2, P(P2) = n(P2) / N. 

• Then, the confidence, P(P1P2) represents the reliability of the  

associated pattern {P1, P2}.  

 

c) Interest Factor: 
The Interest Factor ( I ) facilitates a general and practical approach to automatically identifying interesting 
patterns. It compares the support of an associated pattern with a baseline support calculated under support-
confidence frame work. This factor is defined as the proportion between the joint probability of two pages with 
respective to their expected probabilities under the individual page assumption. 
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IሺP1, P2ሻ ൌ PሺP1, P2ሻPሺP1ሻPሺP2ሻ                                                     ሺ1ሻ 

The interest factor is a non negative real number. It is 1 when both the pages in the associated pattern are 
statistically independent. This metric is desirable since it satisfies all three fundamental principles of measures. 
Additionally, this factor is closely related to the � coefficient. For 2X2 contingency table: 

I ሺP1, P2ሻ ൌ  fଵଵ Nfଵା fାଵ                                                                 ሺ2ሻ 

The correlation coefficient calculates the degree of linearity between two random pages. Mathematically, it is 
defined as covariance between two pages in an associated pattern, divided by their standard deviation: 

ρA B ൌ Cov ሺP1, P2ሻ σPଵ σPଶ                                                                 ሺ3ሻ 
The range of ρA B is located between -1 and +1. 

For binary variables σPଵ ൌ  ඥpሺ1 െ pሻ   , where     P ؠ P ሺP1ሻ ൌ fଵା/N 

For finite samples of entire population, the phi-coefficient � and correlation coefficient ρA B  are same. Thus 
phi-coefficient �: 

׎ ൌ fଵଵf଴଴ െ fଵ଴f଴ଵඥfଵାf଴ାfାଵfା଴                                                                    ሺ4ሻ 
 The numerator equation further simplified as below: 

                                             ൌ    ሺfଵାfାଵሻI െ fଵାfାଵඥfଵାf଴ାfାଵfା଴  
     ൌ    ሺI െ 1ሻඥfଵାfାଵ ඥf଴ାfା଴                                                                ሺ5ሻ 

 For high volume web log, the support count of a particular associated pattern is very low, ୤భశ   N ا 1   and   ୤శభ   N ا 1. At this juncture, both ୤బశ   N    and  ୤శబ   N   are close to 1. In addition highly correlated associated patterns 
have  I ب 1.  Based on the approximation, the equation 5 re-written as: 

ൎ  ׎                                  Iට୤భశ୤శభNమ                                                                               ሺ6ሻ                                                                 
                                       ൌ   Nfଵଵfଵା fାଵ ඨfଵାfାଵNଶ  
                                        ൌ  ඨ  Nfଵଵfଵା fାଵ  . fଵଵ   N  

ൌ  ׎                            ටI ൈ ୤భభ   N                                                                                    ሺ7ሻ                                                         
From equation 6 it is evident that a better interesting measure shown from statistical correlation, in the area 

of low support and high interest value is: 

IS ൌ  ඨI ൈ  fଵଵ N                                                                           ሺ8ሻ 
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IS has many desirable properties despite violating the first principle of objective measure. First of all, it 
contains a product of two important quantities, interest factor and support. In other words, this measure takes into 
account both interestingness and significance of a pattern. In addition, the confidence is also taken enough 
importance.   

2) Subjective measures: 
Subjective measures serve as a second stage filter to evaluate the interestingness of associated patterns based 

on user-driven method and it takes only users domain information into account. These measures basically depend 
on application context and require user understandability of the domain to select desired interesting patterns. 
These measures operate by comparing the user’s beliefs against the patterns discovered by the mining algorithm. 
These measures do not depend on the structure of the pattern but depend on class of users who examine the 
pattern.  

The subjective measures cannot be represented by simple mathematical formulae as the user knowledge 
needs to represent in various forms.  The subjective measures impart formal specification of user knowledge, user 
interactiveness and desires of the user to identify the degree of interestingness.  To attain this subjective measures 
apply the process of knowledge acquisition, inductive learning and conditional probabilities. In the web context 
the AKRS adopts the following measures to find out the interesting associated patterns.  

 

• Actionability 

• Unexpectedness 

 

a) Actionability:  
A pattern is actionable in a domain if it enables decision making about future actions in the domain. Actionability 
is an approach to define interestingness of pattern based on the action of the user. It is an important subjective 
measure since users are mostly interested in the knowledge that permits them to do their jobs better by taking 
specific actions in response to the newly discovered knowledge.  
The actionable associated patterns allow the user to do favorable actions. In the web environment, most of the 
websites deal with a number of categories along with their activities. The actions of the user in these categories 
resemble the interestingness of the user. Thus, actionability helps in identification of degree of interestingness. 
The subjective measures discover the interestingness of an associated pattern by considering the domain 
knowledge and become a central problem in the analysis. To arrive this, the AKRS present an approach to 
identify the actionability based on the domain knowledge.  

 

Figure 5.  Web knowledge tree (WK – Tree) 
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The WK – tree consists of root node, non leaf nodes and leaf nodes. At root node all actions of the websites 
are denoted. Top level non leaf nodes represents general web activities like advertising, user related actions, 
category wise actions and so on. Similarly in the next level specific activities are denoted. At leaf nodes 
represents statistics like time spent, download bytes etc. WK – Tree is shown in figure 5. 

Based on the web user’s desires the associated pattern is assigned to a node of WK – Tree. This process is 
stopped on completing assignment of associated patterns to the nodes. Later the web miner traverses the WK – 
Tree to take a decision on identifying the interestingness of associated pattern. 

The WK – Tree yields high modularity as it follows top down approach. It allows building the set of sub 
activities in several stages as it is a directed acyclic graph. The maintenance of WK – Tree is easy even the 
activities are changed over a time. 

b) Unexpectedness: 
An associated pattern is unexpected if it intuitively contradict an existing user’s belief and surprises the 

user’s expectations. The user belief notices the unexpected pattern from the associated patterns that are 
authenticated by objective measures. The set of prior user beliefs is an essential component to characterize the 
unexpectedness as it is inherently biased. The degree of unexpectedness is estimated in terms of deviations 
between discovered associated patterns and user belief system, including changes to the degrees of these beliefs. 
Thus, the prior user’s beliefs are mandatory to update in the light of new evidences and facts.   

The AKRS constitutes its belief system with a set of web user specifications and interactive feedback in the 
web domain where each belief is defined as a logical statement. Further, it considers the concept of logical 
contradiction to find unexpectedness by estimating the deviations between an associated pattern and belief 
system. This concept utilizes the aggregation of web knowledge in its process. Finally, it captures unexpected 
patterns with high degree by taking into account the term “intersection of associated and belief patterns”. 

Both the belief and associated patterns carries almost equal statistical strength as the associated patterns is 
validated by objective measures. Thus, the intersection of associated and belief patterns derives the logical 
contradiction that identifies the characterization of unexpected pattern. The large intersection value yields high 
degree of unexpected patterns. 

For a given associated pattern {P1, P2} where P1 and P2 are atomic pages and {X, Y} is a belief pattern 
from the belief system. The pattern {P1, P2} is unexpected with respect to the belief {X, Y} on the web 
knowledge W then the AKRS derives the following forms: 

• P1 AND X holds on a statistically large subset of patterns in W. The intersection of an associated 
pattern with respect to user belief pattern defines the subset of patterns in W such that the user belief pattern and 
the associated pattern are true. 

• P2 AND Y ≠ FALSE. This condition enforces the limitation that P2 and Y logically contradict each 
other. 

• The associated pattern {P1, {X , P2}} holds,  since previous condition, P2 and Y are logically 
contradict each other, thus, {P1, {X , ¬ Y}} holds. 

The concept of logical contradiction of AKRS initially, starts with a set of initial beliefs to begin the 
discovery of all associated patterns in the form of {X, {P1, P2}} such that P2 contradicts the belief {X, Y}. 
Subsequently, for each belief it incrementally adds all large associated patterns that facilitate to bring out the 
unexpected patterns. Later, it identifies sophisticated associated patterns based on the intersection value of the 
associated and belief patterns. The comparison property of logical contradiction helps in finding the high degree 
of unexpected patterns in the form of {X1, {P1, P2}}, where X1 ⊂  X.  The logical contradiction of AKRS 
extracts valuable domain knowledge as it considers aggregation of web knowledge. The amalgamation of user 
belief and logical contradiction drastically reduces the low degree of unexpected patterns efficiently. 

In the web knowledge scenario, a few associated unexpected patterns are actionable and non-actionable at a 
time. Although the two types of interestingness are independent of each other, the greater part of actionable 
patterns is unexpected and the greater part of unexpected patterns is actionable. Therefore, unexpectedness is a 
good approximation for actionability and actionability is a good approximation for unexpectedness.  Thus, AKRS 
believe that, both actionability and unexpectedness are important subjective measures in the web scenario.  

3) Heuristic measures: 
The heuristic measures are the final stage filters of AKRS to evaluate the interestingness of associated 

patterns based on artificial intelligence that mimic the experts. Basically, these measures are self learning 
techniques, build on knowledge drawn from experience. This evolution is the most informal and plays a vital role 
in validating the associated patterns quickly. In fact, it is a proven usability engineering method with high cost 
benefit. Initially, heuristic techniques obtain overall understanding and general scope of the associated patterns. 
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Subsequently, they focus on web usage analysis to determine the interestingness by validating the associated 
patterns.  

The heuristic measures of AKRS works on utility principles like learnability, memorability, users’ 
satisfaction and so on from associated patterns. The principle of learnability makes the system to learn the 
functionality and behavior in a simplest manner. Memorability crafts the system to remember the functionality 
with no effort so as to avoid repeated learning.  Users’ satisfaction quantifies the system through which the user 
gets agreeable to utilize. This approach captures the inherent relations among the associated patterns based on 
probability inference method.  

The utility is identified through defining L heuristic factors and correlate them with each page in an 
associated pattern, where L is the length of the pattern. The heuristic factors acquire the learning capability and 
memorability by estimating the conditional probability distribution on associated patterns that are validated by 
previous filters of AKRS. Moreover, these heuristics identify inherent knowledge and helps in validating 
associated patterns competently.  

For example, for a given pattern {P1, P3, P4} it is necessary to define three heuristic factors L1, L2, L3 as 
the length of the pattern is three. The heuristic factor L1 represents specification of a product details in page P1, 
L2 represents details of the prices of product in page P3 and L3 represents shipping details of product in page P4. 
These heuristic factors combinedly represent the overall interestingness of the associated pattern.  

Before applying the heuristic measures on associated patterns it is necessary to bring in the mathematical 
model to estimate the conditional probability distribution. The probability definitions are shown below, 

• ܲሺܧ ௜ܲ ሻ represents the probability of associated patterns ending with a particular page ܧ ௜ܲ  
• ܲሺܮ௞  ܧ ௜ܲ  ሻ  represents probability distribution of an associated pattern ending with a specific page 

with a heuristic factor ܮ௞  
•  ܲ൫݌௝  ܮ௞ ൯  represents the conditional probability distribution of pages on a specific heuristic factor  ܮ௞     
Based on these probability distributions the heuristic measure can be articulated as below, 
• Pick the associated pattern ending with a particular page ܧ ௜ܲ  by a probability ܲሺܧ ௜ܲ ሻ 
• Choose heuristic factor ܮ௞ by a probability ܲሺܮ௞  ܧ ௜ܲ  ሻ 
• Create a page ݌௝ by a probability ܲ൫݌௝  ܮ௞ ൯ 

Finally, the probability model translates the occurrence of probability of an observed pair ൫EP୧ , p୨൯ by taking 
on the heuristic factor L୩ results as below, ܲ൫ܧ ௜ܲ ,݌௝൯ ൌ  ܲሺܧ ௜ܲ ሻ ܲ൫݌௝  ܧ ௜ܲ  ൯                                                 ሺ9ሻ  

Where,  ܲ൫݌௝  ܧ ௜ܲ  ൯ ൌ ෍ ܲ൫݌௝  ܮ൯௟א௅   ܲሺܮ  ܧ ௜ܲ ሻ                                           ሺ10ሻ 
These expressions characterize a set of heuristic factors based on length of the associated pattern. The factors 

acquire the knowledge, and the degree is determined by probability inference process. The high degree infers 
associated patterns with genuine interestingness. 

B. Knowledge Representation  
The knowledge representation is a process that presents the discovered knowledge graphically through 

powerful visualization techniques. These techniques visualize the meaning of knowledge which is in the abstract 
form. The insight of knowledge visualization is to address every stakeholder intentions in detail at different 
levels. In addition, knowledge representation improves the transfer of knowledge from the mined results to 
understanding level of common user. To transfer the knowledge effectively, both presentation and functionality 
necessarily go hand in hand. 

The AKRS chooses a set of visualization techniques that includes standard and specialized tools, to transfer 
the knowledge effectively. These tools give the importance to attractive, elegant and descriptive presentation 
along with functionality. The AKRS uses standard visualization tools such as line, column, bar and pie graphs to 
demonstrate the experimental results. In addition, to meet the challenges in knowledge representation like 
identifying relevant information, finding the depth of information and achieving the visualization competency, the 
AKRS also designates the recent knowledge visualization techniques as below,   

 

• Multidimensional visualizations 

• Specialized hierarchical visualizations 
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Multidimensional visualization techniques enable visual comparison and contrast the knowledge of one 
category patterns to another category pattern. They are also used to discover intrinsic relations between them. 
Specialized hierarchical visualization techniques facilitate enhancement and exploitation of the inherent structure 
of the associated patterns.  These can also be used to explore the relationships between the hierarchies of 
associated patterns.  

 The representation techniques employed by AKRS are able to present the knowledge that is inherited in the 
discovered associated patterns effectively. Through these techniques a common man can understand the 
underlying knowledge. Thus, these techniques allow users to analyze the results in simple manner. Further, they 
visually present complete web usage statistics that helps in taking the right decisions about web user usage easily.   

IV. EXPERIMENTAL ANALYSIS 
The proposed AKRS is evaluated by conducting a series of experiments on three different sizes of weblogs 

over a period of six months. The universal parameters of sessions are set to have hours from 00 hrs to 23 hrs, day 
from Monday to Sunday. Due to privacy issues of the user, other sensible information is not included. All the 
three weblog files are subjected through each phase of web usage mining. Thereby, the associated patterns are 
generated by pattern discovery techniques for each weblog and given as input for proposed AKRS. The three 
phase filtering system AKRS validated the associated patterns with objective, subjective and heuristic measures. 
The performance results of AKRS measures on three webs are recorded and shown below.   

The Interest factor is a key objective measure and its performance is evaluated based on cumulative 
probability of support and confidence. A graph is plotted between accuracy rate of interest factor and cumulative 
probability; results are shown in figure 6. The results are evident with the theoretical analysis of cumulative 
probability.  

 

 

Figure 6.  Accuracy performance of Interest factor 

A) The subjective measures are evaluated by considering 20 beliefs for each weblog. The actionable associated 
patterns that allow the user to do favorable actions are identified based on WK – Tree. A graph is plotted 
between actionability of associated patterns with number of beliefs as shown in figure7. 
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Figure 7.    Rate of actionability against number of beliefs 

B) The beliefs are also utilized for extracting unexpected associated patterns based on logical contradiction. A 
graph is plotted between unexpectedness of associated patterns against to beliefs the results are shown in 
figure 8. 
 

 

Figure 8.  Rate of unexpectedness against number of beliefs 

C) Heuristic factor performance is evaluated based on learnability with respect to number of iterations and a 
graph is plotted as shown in figure 9. The experimental study indicates that learnability increases with 
number of iterations for all the three weblogs.  
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Figure 9.  Heuristic factor learnability 

D) All the three weblogs are mined and the associated patterns are validated using AKRS three phase filtering 
system. Initially, associated patterns are validated by Interest factor along with statistical strengths. The 
validation is continued based on the user beliefs. Finally, heuristic functions are used in finalizing the 
associated patterns, combinedly all the results are tabulated as shown in table II. 

TABLE II.  FINALIZED ASSOCIATED PATTERNS FOR THREE WEBLOGS 

     APAS   
          
WEBLOG           

Time 
All 

Patterns 
Associated 
patterns 

Objective 
measures 

Subjective 
measures 

Heuristic 
Measures 

Finalized 
patterns 

Weblog1 

T1 18234 1556 125 144 59 1228 

T2 17811 1489 112 145 56 1176 

T3 17262 1405 102 123 62 1118 

Weblog2 

T1 150435 1298 112 135 47 1004 

T2 14045 1274 124 119 54 977 

T3 14100 1156 134 117 61 844 

Weblog2 

T1 12651 1096 149 105 40 802 

T2 12569 1010 158 89 46 717 

T3 12032 952 139 77 37 699 

V. SUMMARY 
In this paper the proposed AKRS is designed for knowledge identification and knowledge representation. The 

objective, subjective and heuristic measures combindly used for knowledge identification. The interest factor of 
objective measures is able to eliminate poorly correlated associated patterns effectively. The formulation of user 
beliefs in the subjective measures evaluates the associated patterns and extracts useful and effective unexpected 
actionable patterns. The utility principle of heuristic measure takeout the semantic meaning inherited in the 
associated patterns and enhances learnability along with memorability. The visualization techniques make the 
common man to understand the final knowledge clearly and help in the analysis of the associated patterns. 
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