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Abstract - Vigenere cipher is a polyalphabetic substitution cipher with a very large key space. In this paper we 
have investigated the use of PSO for the cryptanalysis of vigenere cipher and proposed PSO with Markov 
chain random walk in which some of the worst particles are replaced with new better random particles to 
enhance the efficiency of PSO algorithm. Based on our experimental results, it is shown that the proposed 
algorithm is more effective than PSO for the analysis of Vigenere cipher.  
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I. INTRODUCTION 

Cryptography is a complex and mathematically challenging field of study. It involves taking some data or 
message with the goal of hiding the meaning of the message [1] i.e. unreadable by unauthorized parties (interceptor). 
Before the message becomes encrypted it is referred to as the plain text. Once a message becomes encrypted it is 
then referred to as the cipher text [2]. The study of cipher text in an attempt to restore the message to plaintext is 
known as cryptanalysis. Cryptanalysis is equally mathematically challenging and complex as cryptography. 

Cryptosystems are broadly divided into symmetric and asymmetric cryptosystems. A symmetric cryptographic 
system is a system involving two transformations: one for the originator and one for the recipient, both of which 
make use of either the same secret key (symmetric key) or two keys easily computed from each other. An 
asymmetric cryptographic system is a system involving two related transformations: one defined by a public key 
(the public transformation), and another defined by a private key (the private transformation), with the property that 
it is computationally infeasible to determine the private transformation from the public transformation. The most 
widely known classical symmetrical cipher is the Vigenere cipher. 

Vigenere cipher is a polyalphabetic substitution cipher, proposed by Blaise de Vigenere in the sixteenth century. 
A polyalphabetic substitution cipher involves the use of two or more cipher alphabets. Instead of there being a one-
to-one relationship between each letter and its substitute, there is a one-to-many relationship between each letter and 
its substitutes. A simple Vigenere cipher [3] of period t, over an s-character alphabet, involves a t-character key k1, 
k2 . . . kt. The mapping of plaintext m = m1, m2 ... to ciphertext  c = c1, c2,…. is defined on individual characters by ci 

= mi + ki mod s, where subscript i in ki is taken modulo t (the key is re-used). The computational complexity to 
analyze vigenere cipher is st. Generally the number of characters, s, is 26. This number is far too large to allow a 
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brute force attack even on the fastest of today’s computers. However, because of the properties of the vigenere 
cipher they are relatively easy to analyze [4, 5].  

Mehmet E. Dalkilic, Cengiz Gungorde signed and implemented interactive cryptanalysis software based on the 
Kasiski test, and a novel use of the Index of Coincidence (IC) concept mentioned in [6]. They observed that using 
this method, cryptanalysis of vigenere cipher is possible for very short text lengths where classical cryptanalysis 
methods fail.   

Conventional computing paradigms often have difficulty dealing with real world problems, such as key search 
where domain size is very large. Natural systems inspired by several natural computing paradigms have evolved to 
solve such problems where conventional computing techniques perform unsatisfactorily. Particle swarm 
optimization is a heuristic global optimization search method proposed by Kennedy and Eberhart [7] in 1995. It is 
developed from swarm intelligence and is based on the research of bird and fish flock movement behavior. While 
searching for food, the birds are either scattered or go together before they locate the place where they can find the 
food. While the birds or particles are searching for food from one place to another, there is always a bird that can 
smell the food very well, that is, the bird is perceptible of the place where the food can be found, having the better 
food resource information. Particles move through the search space using a combination of an attraction to the best 
solution that they individually have found, and an attraction to the best solution that any particle in their 
neighbourhood has found. 

Uddin, Mohammad Faisal [8] proposed Cryptanalysis of Simple Substitution Ciphers Using Particle Swarm 
Optimization. They showed that PSO provides a very powerful tool for the cryptanalysis of simple substitution 
ciphers using a ciphertext only attack. Heydari et.al [9] proposed Genetic Algorithm based scheme for cryptanalysis 
of transposition cipher with key lengths up to 25. Vimalathithan et.al [10, 11] applied PSO based Computational 
Intelligence technique for the cryptanalysis of simplified-DES and simplified AES. 

In this paper we have investigated the use of Particle Swarm Optimization for the cryptanalysis of vigenere 
cipher assuming that the length of the key is known and we have also proposed PSO with Markov chain random 
walk through which it is possible to obtain the better performance for this kind of problem.   

II. VIGENERE CIPHER 

The Vigenere Cipher, proposed by Blaise de Vigenere, is a polyalphabetic substitution based on the Vigenere 
tableau of size	26 ൈ 26. The method of obtaining the sequence of cipher text letters involves choosing a keyword. If 
the plaintext message is longer than the keyword, then the sequence is obtained by repeating it as many times as is 
necessary. Thus the period is the length of the keyword. One important difference between Vigenere cipher and the 
other polyalphabetic ciphers is that Vigenere key stream does not depend on the plaintext characters, it depends only 
on the position of character in the plaintext. Consider the following example: 

Plaintext O N A P L A N E T H E P L A N E I S D U E 
Keyword M I L K M I L K M I L K M I L K M I L K M 
Ciphertext A V L Z X I Y O F P P Z X I Y O U A O E Q 

The set of related mono alphabetic substitution rules makes use of 26 Caesar Ciphers with shifts 0 to 25.  The 
cipher text is modelled as C = (P + K) mod 26 where C is the cipher text, P is plaintext and K is key word letters. 
Similarly we can obtain the plain text P if we know the key by the formula P = (C – K) mod 26. The strength of 
Vigenere cipher is the unknown key. To analyze the Vigenere cipher, the first step is to determine the length of the 
key. The next step is to find the actual key. To get the actual key, we have used PSO algorithm and modified it to 
obtain better performance. 

Methods to determine the length of the key  

The Kasiski and Friedman tests can help to determine the key length. Riedrich Kasiski in 1863 published 
Kasiski Test [12]. In Kasiski test, the cryptanalyst searches for repeated text segments, of at least three characters, in 
the ciphertext. Then, the distances between consecutive occurrences of the strings are likely to be multiples of the 
length of the keyword. Finding more repeated strings narrows down the possible lengths of the keyword, since we 
can take the greatest common divisor of all the distances. The key length is the multiple of the greatest common 
divisor. Friedman Test developed in 1925 by William Friedmanis, a probabilistic test that can be used to determine 

Aditi Bhateja et.al / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 5 No. 05 May 2013 423



the likelihood that the ciphertext message produced comes from a monoalphabetic or polyalphabetic cipher. This 
technique uses the index of coincidence, to measure the unevenness of the cipher letter frequencies.  By knowing 
Kp (probability that any two randomly chosen source-language letters are the same, in case of English Kp = ∑ ௜ଶ݌

ଶହ
௜ୀ଴  

 0.067, ݌௜ is the probability that both the alphabets are i.) and Kr (probability of a coincidence for a uniform random 
selection from the alphabet, in case of English Kr =1/26), the estimated key length (l) can be: 

݈ ൌ
௣ܭ െ ௥ܭ
௢ܭ െ ௥ܭ

 

Where Ko (observed coincidence rate) is: 

௢ܭ ൌ
∑ ݊௜ሺ݊௜ െ 1ሻ௖
௜ୀଵ

ܰሺܰ െ 1ሻ
 

Where c is the size of the alphabet (26 for English), N is the length of the text, and n1 to nc are the observed 
cipher text letter frequencies. 

III. PARTICLE SWARM OPTIMIZATION 

PSO is a robust stochastic optimization technique based on the movement and intelligence of swarms, 
developed in 1995 by James Kennedy (social-psychologist) and Russell Eberhart (electrical engineer) [7]. It uses a 
number of agents (particles) that constitute a swarm moving around in the search space looking for the best solution. 
Each particle is treated as a point in an N - dimensional space which adjusts its position according to its own flying 
experience as well as the flying experience of other particles. Each particle keeps track of its personal best position 
(pbest) and best position obtained so far by any particle (gbest). The basic concept of PSO lies in accelerating each 
particle towards its pbest and the gbest locations, with a random weighted acceleration at each time step. The two 
basic equations which govern the working of PSO are that of velocity vector and position vector given by:  
 

v௜
௧ାଵ ൌ .ݓ v௜

௧ ൅ .ଵܥ ଵݎ ൈ ሺݐݏܾ݁݌௜ െ x௜
௧ሻ ൅ .ଶܥ ଶݎ ൈ ሺܾ݃݁ݐݏ௜ െ x௜

௧ሻ 

x௜
௧ାଵ ൌ x௜

௧ ൅ v௜
௧ାଵ 

where, 
vi

t : velocity of  agent i at iteration t,   
w : weighting function, 
C1: Self confidence weighting factor, 
C2: swarm confidence weighting factor,  
r1 and r2 : uniformly distributed random numbers between 0 and 1, 
xi

t : current position of particle i at iteration t, 
pbesti : personal best of particle i,  
gbest : global best position of any particle. 

IV. FITNESS FUNCTION 

To implement fitness function, the frequency of each character in the decrypted text is calculated. This 
frequency is normalized by dividing it by the total number of characters in the file. This normalized frequency is 
then subtracted from the expected frequency of the character in normal English text. The absolute value of this 
difference is taken. The differences for all characters are added together. The bigram is an extension of unigram to 
two characters. Now rather than calculating frequency of individual character, we calculate frequency of ‘pairs’ of 
letters. For example, a pair ‘an’ will always appear more frequently than pair ‘bt’. Again statistics for the 
frequencies of these pairs are also available. These statistics are compared with the statistics obtained from the 
decrypted text. The frequency of each pair of letters in the decrypted text is calculated and is normalized. The 
absolute value of the difference of the normalized frequency and the expected frequency of the pair in normal 
English text is calculated. The differences for all pairs are added together. The normalization takes care that this 
value always lies between 0 and 1. To implement fitness function, weighted sum of both the sum of the differences 
is calculated. The fitness function used based on monogram and bigram is given by:  
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fitness ൌ 	0.23	 ൈ෍ ሺ݅ሻܨܵ| െ |ሺ݅ሻܨܱ ൅ 	0.77 ൈ෍ ሺ݅ሻܨܦܵ| െ |ሺ݅ሻܨܦܱ
ଶହ

௜ୀଵ

ଶ଺

௜ୀଵ
 

 
Where:   
SF(i) is standard frequency of ith monogram in normal English.  
OF(i) is observed frequency of ith monogram in decrypted text. 
SDF(i) is standard frequency of ith bigram in normal English.  
ODF(i) is observed frequency of ith bigram in decrypted text. 

Here letters A…Z are referenced by the indices 1…26. If the experimental key is closer to the actual key used then 
the fitness value will be small otherwise its value will be large. Now this problem has been reduced to an 
optimisation problem where it is required to reduce the error or minimize the fitness value. 

V. PROPOSED ALGORITHM FOR CRYPTANALYSIS OF VIGENERE CIPHER USING PSO WITH 
MARKOV CHAIN RANDOM WALK 

Particle Swarm Optimization [7] might struck at the local optimum point because the search space in the 
cryptanalysis of the Vigenere cipher is very large. To overcome this problem, we propose a modified PSO algorithm 
by discarding the worst particles of the swarm using Markov chain random walk that depends on the transition 
probability. This approach provides a good way to move away from local minimum and to search on the global 
scale. To be computationally efficient and effective in searching for new solutions, the best solutions found so far 
should be kept, and increase the mobility of the random walk so as to explore the search space more effectively. 
More importantly, the walk should be controlled in such a way that particles can move towards the optimal solutions 
more quickly, rather than wander away from the potential best solutions. 

A random walk is a random process which consists of taking a series of consecutive random steps. 
Mathematically, let SN denotes the sum of each consecutive random step Xi, then SN forms a random walk. 
 

ܵே ൌ෍ ௜ܺ

ே

௜ୀଵ

	 

 
i.e.      ܵே ൌ ܵேିଵ ൅ ܺே 

 
Where, Xi is a random step drawn from a random distribution. The next state SN depends on the current existing 

state SN−1 and the motion or transition XN from the existing state to the next state. If the step length obeys the 
Gaussian distribution, the random walk becomes the Brownian motion [13]. If step length depends on the transition 
probability, which indeed has the properties of a Markov chain, i.e. random walk is a Markov chain. Markov chain 
algorithm starts with an initial solution, and proposes a new solution if the random number generated is less than the 
transition probability. 

Proposed Algorithm for finding the actual key 

1. Initialization of PSO search algorithm parameters 
 
The PSO parameters are set in the first step. These parameters consist of number of particles (Np), the size 
of the key (Nd), maximum number of Iterations (Nt), Self-confidence factor (C1), Swarm confidence factor 
(C2), and inertia weight (w). 
 

2. Initialization of discrete birds or population 
 
a) For cryptanalysis of vigenere cipher: the initial positions of the particles are determined by randomly 

choosing the permutations of size Nd, sampled uniformly at random from integers 0 to 25. 
b) Initialize velocity of each particle using:  

 
vi =  vmin+(vmax  - vmin) × rand 
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where:  
vi is velocity of ith particle, 
vmax is maximum velocity, 
vmin is minimum velocity, 
rand is a random number between 0 and 1. 

  
3. Calculate fitness function value 

For each particle 
a) Decrypt the cipher text using the position of the particle as the key. 
b) Find the fitness function value of the text obtained in step 3 (a). 

  
4. Update velocity and position of the particles 

 
		v௜

௧ାଵ ൌ .ݓ v௜
௧ ൅ .ଵܥ ଵ݀݊ܽݎ ൈ ሺݐݏܾ݁݌௜ െ x௜

௧ሻ ൅ .ଶܥ ଶ݀݊ܽݎ ൈ ሺܾ݃݁ݐݏ௜ െ x௜
௧ሻ 

x௜
௧ାଵ ൌ x௜

௧ ൅ v௜
௧ାଵ 

Calculate the fitness function value of each particle as discussed in step 3. 
 

5. Discarding worst particles using Markov Chain random walk 

For each component of each solution define the transition probability: 
 

௜ܲ௝ ൌ ൜
݀݊ܽݎ	݂݅							1 ൏ ݀݌
݀݊ܽݎ	݂݅						0 ൒ ݀݌  

 
where rand is a random number in [0, 1] interval and pd is the discarding probability. Existing particles are 
replaced by the newly generated ones from their current positions (if the newly generated is better) through 
random walks with step size such as: 

 
ܵ ൌ .݀݊ܽݎ ሺx	ሺ1݌ݎሺ݊ሻ, : ሻ െ xሺ2݌ݎሺ݊ሻ, : ሻሻ 

 
x௜
௧ାଵ ൌ x௜

௧ ൅ ܵ.∗ ܲ 

Where, rp1 and rp2 are random permutations functions and P is the transition probability matrix. 
 

6. Termination criterion 

Repeat steps 3 to 5 until termination criterion is satisfied. The maximum number of iterations or the 
saturation of fitness value of the gbest particle is considered as termination criterion of the algorithm. 

 
 

VI. EXPERIMENTAL RESULTS 

An English plain text file from various text books and articles is formed. After removing all the punctuations, 
numerals and structure (sentences/paragraphs marks, space characters, and newline characters) a sample text file 
consisting of 480526 characters is formed. All plaintexts of varying size, used in the experiments are taken from this 
file. Particle swarm optimization and the proposed modified scheme (Particle Swarm Optimization with Markov 
chain random walk) are implemented in MATLAB®. The values of the parameters used in the implementations are 
as follows: 
Self-confidence C1= 2.05, Swarm confidence C2 = 2.05 and inertia weight w = 1. 
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For each key of length 3 to 25, ten vigenere cipher texts were created by randomly selecting the keys and 
randomly selecting the starting point of plain texts of size 400 characters from the sample text file. Thus total cipher 
texts created were 22 × 10 = 220. All these cipher texts were analyzed by both PSO and PSO with Markov chain 
random walk (Modified PSO or MPSO) with 200 particles (for finding the optimal number of particles several 
experiments were conducted with different number of particles and key sizes), assuming the key length is known.. 
The results of this experiment are shown Table 1.  
 

TABLE 1: Analysis of vigenere cipher of length 400 characters by PSO and modified PSO with varying key lengths 

Key Size 
Average Number of 

key characters 
Recovered Correctly 

Minimum Number of 
key characters 

Recovered Correctly 

Maximum Number of 
key characters 

Recovered Correctly 

Standard Deviation 
 

 PSO MPSO PSO MPSO PSO MPSO PSO MPSO 
3 2.65 3.00 3 3 3 3 0.00 0.00 
4 3.60 4.00 3 4 4 4 0.55 0.00 
5 4.50 4.82 4 4 5 5 0.65 0.30 
6 4.30 5.10 3 4 6 6 0.37 0.54 
7 4.70 6.16 4 5 6 7 0.68 0.90 
8 5.20 7.00 4 6 7 8 1.30 0.71 
9 6.10 7.24 4 5 7 9 1.56 0.89 
10 6.50 8.16 5 6 8 9 2.15 1.25 
11 6.50 8.37 5 7 8 10 1.43 1.67 
12 6.75 8.50 5 7 8 10 1.65 2.43 
13 6.85 8.65 5 7 8 11 1.56 1.63 
14 7.20 8.76 6 8 9 11 0.78 1.90 
15 7.53 9.50 6 9 9 12 1.78 1.76 
16 7.51 9.90 7 7 9 12 1.28 1.22 
17 8.24 10.05 7 8 9 13 2.12 1.76 
18 8.75 10.30 6 9 10 13 2.43 2.45 
19 10.0 11.25 6 9 11 13 1.80 2.50 
20 10.50 12.35 7 10 11 14 1.32 1.98 
21 10.50 13.52 7 10 12 15 2.21 1.54 
22 11.20 14.20 7 10 13 16 2.24 1.76 
23 11.20 15.73 8 11 13 18 2.78 2.10 
24 12.25 16.20 8 12 14 18 1.80 1.08 
25 12.50 17.50 8 12 14 19 2.67 1.90 

 
The number of iterations required till the fitness function value gets saturated, increases with the increase of key 

size. The number of iterations required with the varying key size for cipher text of length 400 is shown in Fig. 1. 
 

 

Fig 2.  Number of iterations vs key size for cipher text size of 400 characters 

Experiments were also performed for ciphertext of size 200 and 600 characters by randomly selecting the 
keys (of size 5, 10, 15, 20 and 25) and randomly selecting the starting point of plain texts. The results are shown in 
Table 2. 
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TABLE 2:  Analysis of vigenere cipher of length 200 and 600 characters by PSO and modified PSO with varying key lengths 

Vignere 
Cipher 

Text length 
Key size 

Average number of key 
characters Recovered 

Correctly 

Minimum Number of 
key characters 

Recovered Correctly 

Maximum Number of 
key characters 

Recovered Correctly 
Standard Deviation 

PSO MPSO PSO MPSO PSO MPSO PSO MPSO 

200 
characters 

5 3.7 4.5 3 4 4 5 0.47 0.2 
10 6.3 7.3 4 5 8 9 1.5 0.74 
15 8.4 8.7 5 7 9 11 0.7 1.52 
20 9.5 10.2 5 8 11 13 1.3 1.78 
25 10.6 13.4 6 10 13 17 2.6 2.17 

600 
characters 

5 4.91 5.0 4 5 5 5 0.21 0.0 
10 7.8 9.12 7 8 10 10 1.9 0.16 
15 9.2 11.61 8 10 13 14 1.27 0.32 
20 12.5 14.29 11 13 15 17 1.81 1.27 
25 15.1 18.81 13 16 17 20 2.31 1.61 

From the results it can be concluded that for cipher text of size 400 characters, PSO can find approximately 
70% of the key characters for shorter key length (≤ 10) and finds only 50% of the key characters for larger key size 
(≥ 20). PSO with Markov chain random walk i.e MPSO gives better results than PSO. For shorter key lengths it can 
find approximately 80% of the key characters and for larger key lengths it finds approximately 70% of the key 
characters.   

VII. CONCLUSION 

Particle swam optimization is a meta-heuristic optimization method based on swarm intelligence. PSO provides 
a powerful tool for the ciphertext only attack of Vigenere ciphers. It is very simple, efficient search technique and 
needs few parameters. Statistical attacks for Vigenere cipher are not able to find the actual key (or most of the key 
characters) in real time. The experimental results shows that PSO and PSO with Markov chain random walk are 
successful in finding the key of Vigenere cipher. For smaller key length (≤ 10), PSO is able to give 70% correct key 
characters and for larger key lengths (≥ 20), it gives 50% correct key characters. The proposed PSO with Markov 
chain random walk correctly finds approximately 20% more key characters than PSO and requires less number of 
iterations i.e. the proposed scheme provides better and efficient results compared to PSO for the cryptanalysis of 
Vigenere cipher.  
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