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Abstract - Image segmentation is a primary step in image analysis used to separate the input image into 
meaningful regions. MRI is an advanced medical imaging technique widely used in detecting brain 
tumors.  Segmentation of Brain MR image is a complex task. Among the many approaches developed for 
the segmentation of MR images, a popular method is fuzzy C-mean (FCM). In the proposed method, 
Artificial Bee Colony (ABC) algorithm is used to improve the efficiency of FCM on abnormal brain 
images. 
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I. INTRODUCTION 

A brain tumor is an abnormal mass of tissue in which some cells grow and multiply uncontrollably, 
apparently unregulated by the mechanisms that control normal cells [1]. According to the Central Brain Tumor 
Registry of the United States (CBTRUS), there will be 64,530 new cases of primary brain and central nervous 
system tumors diagnosed by the end of 2011 [2]. This necessitates greater effort in the field of brain tumor 
diagnosis.  

 
Magnetic Resonance Imaging (MRI) is an advanced medical imaging technique used to produce high quality 

images of the parts contained in the human body [3]. It provides greater contrast between the different soft 
tissues of the body than computed tomography (CT) does, making it especially useful in neurological (brain), 
musculoskeletal, cardiovascular, and oncological (cancer) imaging [4] [5]. 

 
The segmentation of an image involves the division or separation of the image into regions of similar 

attribute. The ultimate aim in a large number of image processing applications is to extract important features 
from the image data. The segmentation of brain tumour from magnetic resonance images is an important but 
time-consuming task performed by medical experts and it is considered as a huge challenge in image processing. 
The aim of this work is to segment the MR brain image to detect the tumor.  

Among the numerous algorithms proposed for brain MR image segmentation, the popular one is fuzzy C-
means (FCM) algorithm. FCM is an unsupervised clustering algorithm that outperforms the other clustering 
algorithms in terms of computational complexity and accuracy of segmentation [6][7]. The main drawback it 
faces is in terms of its stability of results (over/under segmentation) with respect to the user provided number of 
clusters. Applying domain specific knowledge resolves this problem. MR images always contain a significant 
amount of noise caused by operator, equipment, and the environment. This leads to serious inaccuracies in the 
segmentation as any changes in pixels intensity such as noise, significantly affect the clustering results. One way 
to improve accuracy of the results is to use optimization method.   

 
Optimization is a technique used to seek values for a set of parameters that maximize or minimize objective 

functions subject to certain constraints [8]. Artificial Bee Colony algorithm is a novel optimization algorithm 
inspired by the natural behavior of honey bees in their search process for the best food sources [9].  
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In our proposed method in order to enhance the results of FCM segmentation we combine FCM with ABC 
optimization algorithm.  

II. FUZZY C-MEANS 

An image can be represented in various feature spaces, and the FCM algorithm classifies the image by 
grouping similar data points in the feature space into clusters [10]. This clustering is achieved by iteratively 
minimizing a cost function that is dependent on the distance of the pixels to the cluster centres in the feature 
domain.  

Pseudo code for FCM algorithm: 

1.  Initialize the number of clusters and their centers. 
2.  Calculate the membership grade of each data point. 
3.  Update the cluster center. 
4.  Repeat steps 2 & 3 until the objective function is minimized. 

It is based on minimization of the following objective function: 
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where m is any real number greater than 1, uij is the degree of membership of xi in the cluster j, xi is the ith of 
d-dimensional measured data, cj is the d-dimension center of the cluster, and ||*|| is any norm expressing the 
similarity between any measured data and the center. 

Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with 
the update of membership uij and the cluster centers cj by: 
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This iteration will stop when maxijቄหu୧୨
ሺ୩ାଵሻ െ u୧୨

ሺ୩ሻหቅ<θ, where θ is a termination criterion between 0 and 1, 

whereas k are the iteration steps. This procedure converges to a local minimum or a saddle point of Jm. 

FCM has few shortcomings like, it works effectively on normal brain MR images but not so efficient on 
abnormal (with tumor, edema etc.,) brain MR images. And also FCM takes care of pixel’s intensity and does not 
consider the neighbourhood properties. The random cluster centre selection procedure of FCM makes its 
iterative process fall into local optimal solution easily [11]. Better feasible solution can be obtained by using 
optimization technique. Feasible solutions with objective function values as good as the values of any other 
feasible solutions are called optimal solutions [9]. The aim of this work is to improve efficiency of FCM by 
using ABC optimization algorithm.  

III. ARTIFICIAL BEE COLONY OPTIMIZATION ALGORITHM 
 

Karaboga proposed a simple yet powerful population-based algorithm, Artificial Bee Colony, to solve the 
numerical optimization problems [12]. The original Artificial Bee Colony algorithm is powerful meta-heuristic 
optimization tool used for solving unconstrained problems. ABC has the advantages of very simple, strong 
robustness, fast convergence, high flexibility and fewer setting parameters. Numerous ABC algorithms are 
developed based on foraging behaviour of honey bees for different optimization problems [13]. The comparative 
study of algorithms shows that result produced by ABC is better than many evolutionary and population based 
algorithms [14].  
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 In Artificial Bee Colony algorithm, a probable solution to the optimization problem is represented by the 
location of a food source and the fitness of corresponding solution by the nectar amount of a food source. The 
total number of the employed bees is equal to the total number of available solutions in the population. This 
algorithm is an iterative process, starts by initializing all employed bees with randomly generated food sources 
i.e., solution represented by a D-dimensional real-valued vector. For each iteration every employed bee finds a 
food source in the neighbourhood of its current food source and evaluates its nectar amount i.e., fitness [12]. 

In general the position of ith food source is represented as Si = (Si1, S i2, ………. , S iD). Information is shared by 
the employed bees for returning to the hive, onlooker bees go to the region of food source explored by employed 
bees at Si based on probability Pi defined as  

Pi ൌ
௜ݐ݂݅

∑ ௞ிௌݐ݂݅
௞ୀଵ

 

Where, FS is total number of Food Sources. Fitness value fiti is calculated by using the equation 

fiti =  
ଵ

ଵା୤ሺୗ౟ሻ
 

Where f(Si) denotes the objective function considered. The onlooker finds its food source in the region of Si by 
using the following equation 

Snew=  Sij+ r*(Sij - Skj ) 

Where Snew is the new food source exploited by onlooker and k is the solution in the neighborhood of I, r is a 
random number in the range -1 to +1 and j is the dimension of the problem considered. 

If the new fitness value is comparatively better than the fitness value achieved so far, then the bee moves to the 
new food source, otherwise retains the old one. The information is shared with onlookers after all employed 
bees complete this process. Each onlooker bee selects its food source according to the probability given above. 
Hence good food sources are well accommodated with onlookers. Every bee will search for a better food source 
for a certain number of cycles or limit and if the fitness value doesn’t improve then that particular bee becomes 
scout bee.  

Pseudo code of the ABC algorithm: 

1. Initialization 
2. Move the employed bees onto the food sources and evaluate their nectar amounts. 
3. Place the onlookers depending upon the nectar amounts obtained by employed bees. The onlooker bees 

determines and evaluates the nectar amount and compares it with the neighbours and replaces it with best 
pixel value   

4. Send the scouts for exploring abandoned food sources. 
5. Memorize the best food sources obtained so far. 
6. If a termination criterion not satisfied go to step 2; otherwise stop the procedure and display the best food 

source obtained so far. 
 

IV. PROPOSED METHOD AND METHODOLOGY 
 
In the proposed method the following steps are used: 
 
Step 1: Input the Brain MR image 
Step 2: Pre-Processing procedure to enhance the quality of input image 
Step 3: Segmentation of enhanced input image using 

i) FCM method 
ii) ABC with FCM method  

Step 4: Output - the segmented tumor portion and size from i) and ii) of Step 3 
  
In the pre-processing step, the identification of tumor is made easier by converting the input MR image into 
grayscale image. The median filtering is then applied to remove noise from the image. This step produces an 
enhanced image. Figure 1 represents the pre-processing. 
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