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Abstract— Many parallel computing environments utilize cluster based architecture for large scale 
computing owing to the ease of their availability.  As the cluster based approach may be used extensively, 
the interconnection mechanism plays a vital role in the performance of the system.  The globally coupled 
class of problem is generally not amenable with the cluster based approach due to its substantial demand 
for communication across the architecture.  In this paper we present a timing analysis of standard cluster 
based communication devices viz, Ethernet, InfiniBand and the custom designed Floswitch. 
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I.  INTRODUCTION 

Parallel Processing has become an inevitable tool for solving complex scientific problems that involve large 
scale computations.  Without large scale computational resources genome sequencing could not have been 
possible [1]. Without the help from primitive computer, design of atom bomb would not have been feasible [2]. 
New drug development routinely uses large scale computing [3]. Many new discoveries have been result of large 
scale computations. For example, solitary waves were found by Ulam and his colleagues using large scale 
computing [4]; space missions demand massive computing for re-entry trajectories of space vehicles and 
numerical precision exceeding 20 digits are quite common. It is, therefore, not surprising that requirement of 
large scale computations has led to development of parallel machines with history dating back to 1960s [5], [6]. 
The story of developments of the computers in use till early 70s is well documented and vividly presented in the 
references [7]–[12].  Parallel machines are generally built by the interconnection of more number of processors 
and their architectures purely depend upon the complexity of the tasks which demands the type of coupling 
required. The parallel processing tasks are divided among various Processing Elements (PEs) that execute the 
jobs in parallel. It is implicitly assumed here that the task is agreeable with parallel processing architecture and 
the communication mechanism is in place so that PEs may work on the subtasks of the main task. Yet they would 
complete the main task as if the process is carried out on a single virtual sequential computing machine. 
Communication paradigm appears at a cross road at this point. It is a fact, that the field equations occurring in 
science when appropriately formulated very well requires distributed parallel processing. A simple example will 
illustrate the view point. The solution of the potential equation which is formulated through Greens function is not 
naturally amenable to parallel processing whereas when formulated by finite difference discretisation leads 
naturally to domain decomposition technique which is highly amenable to parallel processing [13].  The PEs in 
the parallel machines are thus required to cooperate to solve a particular task needing interconnection scheme for 
communicating with each other.  Such environment offers faster solution to complex problems than feasible using 
sequential machines. Moreover sequential machines may not be able to solve the problem in reasonable amount 
of time. The interconnection network required for the PEs to communicate forms the most important part of a 
parallel computer next to Central Processing Units (CPUs). 

II. COMMUNICATION TECHNOLOGY IN PARALLEL COMPUTING 

It is seen that as the power of microprocessor based CPU keeps growing, the tendency to put them together 
for building bigger and bigger parallel computers does not decline; this gave rise to the development of a host of 
interconnection networks ranging from shared memory devices to crossbar switch, Ethernet, and InfiniBand 
type connectivity. The supporting software also grew in functionalities and ease of operation. MPI [14] 
(Message Passing Interface) is one of them, and is commonly used in academic and research institutes. 
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Shared memory architecture and crossbar switch technology are technically sophisticated and also quite 
expensive.  Therefore, it is not surprising to find that cluster computing based on the model of connecting a 
large number of PCs and workstations through Ethernet [15], InfiniBand [16] or proprietary connections [17] 
emerged as early as mid-nineties.  The term Beowulf was very fashionable at that time and the book of Sterling 
et al. [18] from MIT devotes significant space to it. 

However, these clusters did not perform very well beyond 8 or 16 processors and the performance issues got 
mingled with parallelization strategy, speed of communication, protocol overhead, synchronousness or 
asynchronousness, the number of cores, etc. The scalability analysis of parallel algorithms and architectures has 
been a subject of intense discussions [19]. But the fact remains that every problem has its own characteristic 
complexity, so there is a need to frame a problem which will reflect the structural features that are simple 
enough and yet provide relative merits of various architectures. 

The bandwidth analysis of VARSHA code running on Flosolver MK8 is discussed in [20] where Fig 1 and 
Table 1 show the dismal performance in the efficiency of VARSHA. 

TABLE I.  SPEED UP OBTAINED FOR DIFFERENT NUMBER OF BOARDS 

Boards 

CPU 
Processing 

Time 
(msec) 

Communication 
Time 

(msec) 

Actual 
Processing 

Time 
(msec) 

Speed 
up 

1 3077 2 3079 1 

2 1541 181 1722 1.8 

4 774 352 1126 2.7 

8 392 528 920 3.3 

16 201 700 901 3.4 

 

Figure 1.  Efficiency of VARSHA code for different no. of processors. (using MPI communication protocol, Ethernet 1GB rating) 

It is also discussed that the scaling of bandwidth gives an improved speed up as shown in Fig. 2.  

It would be highly appropriate at this point to examine the communication time in such large scale computing 
systems so that the significance of scaling the bandwidth is clearly perceptible.  In this paper we discuss the 
comparison of various communication devices in cluster based systems for large scale computing environments. 
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Figure 2.  Effect of Bandwidth scaling on speedup. 

III. PROBLEM DEFINITION 

The following features were used in defining a prototype problem for investigation: 

1. In most of the application codes in practice, the communication and computation are disjoint, so that 
the reference problem should retain this feature. 

2. Load balancing is an essential feature of parallel computing, so the reference problem should have ideal 
load balancing. Furthermore, the reference problem must focus on a hard problem that involves global 
coupling. 

3. The reference problem should reflect global coupling. It is in this class of problems that urgently need 
parallel computing.  This class of problems includes molecular modelling, meteorological computing, 
ocean modelling, direct simulation of Navier Stokes equations etc. 

The above mentioned three guidelines simplify the analysis considerably. Only two parameters then enter 
the structure; the first is the computation time per step, and the second is the communication time per step. It is 
not difficult to visualize that if the computation time per step is significantly better or larger than the 
communication time, scalability follows. Only when the two are comparable does the problem get interesting, 
and issues of architecture, bandwidth, connectivity, algorithms, decomposition of target applications, etc., arises. 
In this class, the extreme case is that of a perfectly balanced computational load with no overlap in computing, 
communication and globally-coupled communication time scales. The performance of parallel computing in 
various systems, including cluster computing, will provide the necessary parameters to point out where cluster 
computing stands.  

This leads to a further simplification. As the load is perfectly balanced, the subjectivity of specific problems 
disappear and only a token problem of insignificant computational resource demand can be taken, so that the 
comparative studies do not involve any application-specific consideration. 

IV. METHODOLOGY AND OBSERVATIONS 

Three types of parallel computing platforms have been chosen for the present investigation. The first is the 
cluster type. The name gives the impression that there are only one to two CPUs per board. For definitiveness, 
only a single CPU per board is chosen for the experiment, though most of the boards commonly offer two or 
more processors and many cores per processor. This platform uses Ethernet connectivity for interconnection of 
these CPU boards. The second platform is the other extreme type having industry standard interconnection for 
larger number of boards using InfiniBand. And then the platform consisting of Floswitch type of architecture 
that uses proprietary interconnection scheme. Floswitch type of architecture was developed around the year 
2000 at National Aerospace Laboratories, Bangalore. It has the additional feature of message processing. In 
other words, the communication switch has built in processing ability [21]. 

A. Sequential Timings 

The computational problem has been kept at its simplest. The sequential timings for adding 2 arrays, 4 arrays 
etc. up to 64 arrays has been obtained for the various configurations. The code is common and given below.  
/*Initialise*/ 
int array_length = 1024; 
for(i=0;i<array_length;i++) 
{ 
array_1[i] = 1.0; 
array_2[i] = 1.0; 
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. 

. 
array_n[i] = 1.0; 
} 
/*Summation Loop*/ 
for(i=0;i<array_length;i++) 
{ 
sum[i] = array_1[i] + array_2[i]+.....+ array_n[i]; 
} 

As expected, the computation time even for more number of processors is insignificant for this experiment 
and Table 4 contains the sequential computing time. 

TABLE II.  TIMINGS (IN µSECS) FOR SEQUENTIAL COMPUTATIONS 

Configuration type 
No. of arrays 

2 4 8 16 32 64 

Ethernet based Cluster 
type Architecture case 

20 22 26 34 50 98 

Floswitch based 
Architecture case 

20 22 26 34 50 98 

InfiniBand based 
Architecture case 

4 6 10 18 28 58 

 

B. Parallel Timings 

For the parallel case, the arrays are added as shown in the following pseudo-algorithm: 
/*Initialise*/ 
#define PACKET_COUNT 1 
int array_length = 1024; 
for(i=0;i<array_length;i++) 
{ 
array[i] = 1.0; 

} 
/*Summation across the boards*/  
for(i=0;i<PACKET_COUNT;i++) 
{ 
MPI_Allreduce(array,sum,array_length, MPI_FLOAT, MPI_SUM, MPI_COMM_WORLD); 
} 

The details of the interconnects used for parallel computations in the various architecture configurations are 
given below: 

1. Ethernet based Cluster type configuration: It employs interconnection using D-Link Gigabit Switch. 
This Ethernet connectivity has a data rate of 1 Gbps. 

2. InfiniBand based Cluster type configuration: In this configuration utilises 4x QDR InfiniBand based 
interconnection having a signalling rate of 40 Gbps is used. Reference [16] has details of acronyms and the 
related protocols.  

3. Floswitch based Cluster type configuration: In this configuration, the interconnection is based on the 
customised communication switch called Floswitch [21].  The Floswitch has communication at dual levels. 
The PCI interconnect is used for interconnection of 4 boards with a speed of 0.528 GBytes/s that constitutes 
intracluster communication, and optical interconnects with the data rate of 6.25 Gbps for intercluster 
communication are used.  

The timings obtained for various numbers of processors are as shown below in Table 5.  Fig. 3 shows the 
graph for the communication overhead for various cluster architectures.  It may be mentioned that these timings 
have been obtained over a large sample and in fact, the number of runs made have been over 100 for each case 
and the variations have been inconsequential. 
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TABLE III.  TIMINGS (IN MSECS) FOR PARALLEL COMPUTATIONS ON VARIOUS NO. OF PROCESSORS WITH DIFFERENT ARCHITECTURES 

 

Interconnection 
type used 

No. of processors 

2 4 8 16 32 64 

Ethernet 0.180 0.324 1.034 1.972 3.668 5.467 

InfiniBand 0.022 0.032 0.042 0.055 0.066 0.082 

Floswitch 0.346 0.572 0.878 1.105 1.495 2.092 

 

Figure 3.  Communication overhead comparisons for various cluster architectures 

V. CONCLUSION 

It is very clearly visible that in a cluster based architecture, communication time increases with the number of 
processors for a globally coupled class of problem.  Even as InfiniBand based communication retains its 
supremacy, the Floswitch based communication has its own prominence of low development cost as compared to 
the InfiniBand.  It may be highly agreeable to say that the Floswitch being the novel perception for 
communication in large scale computing systems, does exhibit appreciable performance. 
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