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Abstract— Word sense disambiguation (WSD) is an open problem of natural language processing, which 
governs the process of identifying the appropriate sense of a word (i.e. intended meaning) in a sentence, 
when the word has multiple meanings. In this paper we introduce a new WordNet database relation 
structure whose usage enhances the WSD efficiency of knowledge-based contextual overlap dependent 
WSD algorithms, such as the popular Lesk algorithm. The efficiency of WSD, on the usage of the 
proposed WordNet over existing WordNet as a knowledge-base, has been experimentally verified by 
using the Lesk algorithm on a rich collection of heterogeneous sentences. Use of the proposed WordNet 
for Lesk Algorithm highly increases the chances of contextual overlap, thereby resulting in high accuracy 
of proper sense or context identification of the words. The WSD results and accuracies, obtained using 
the proposed WordNet, have been compared with the results obtained using existing WordNet. 
Experimental results show that use of our proposed WordNet results in better accuracy of WSD than the 
existing WordNet. Thus its usage will help the users better, in doing Machine translation, which is one of 
the most difficult problems of natural language processing 
Keywords- word sense disambiguation, lesk, wordnet, polysemous, knowledge-base,contextual overlap. 
 

I.  INTRODUCTION  
Word Sense Disambiguation (WSD) is defined as the task of finding the correct sense of the word in a 

context. The task needs large number of words and word knowledge. The aim of any Word Sense 
Disambiguation (WSD) system is to obtain the intended senses of a set of target words, or of all words of a 
given text against a sense repository using the context in which the word appears. The sense repository can be a 
machine readable dictionary, a thesaurus or a computational lexicon like a WordNet [1] [2].  

Typically the relating of a sense to a word using a knowledge-based contextual overlap algorithm is done by 
finding the best overlap between: 

 
(i) The environmental words amongst which the polysemous word, to be disambiguated, appears and  
(ii) The information in a WordNet 
 
The sense in a WordNet with gives maximum overlap is declared as the winner sense. 
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II. WORDNET AS KNOWLEDGE-BASE 
 

In 1985, Princeton University started developing a semantic lexicon called WordNet for the English language 
[3] [4]. Since then the lexicon is continuously undergoing refinements from various aspects, for the increase of its 
usefulness as a very good knowledge-base for WSD.  

For any given polysemous word, WordNet stores multiple unique entries for every distinct sense of the word. 
The principal component of every unique entry in a WordNet is a synset. A synset is a unique list of most 
popularly used synonymous words for a particular sense of a polysemous word. The first synonymous word that 
is kept in a synset is usually the word itself, other synonymous words appear in the order of their frequency of 
usage for that sense of the polysemous word. Presently most WordNets contain sense information for only nouns, 
verbs, adjectives and adverbs, the four open class categories or basic parts of speech. A desirable goal of all 
WordNet development projects is to construct rich knowledge-bases by identifying mechanisms to capture and 
store sense information for polysemous words that mimic the ways that human beings employ to process and 
store linguistic information for concepts and words of a particular language. 

At present WordNet contains 203145 entries [3]. 

A.   Wordnet Principle 
Wordnet is an online lexical reference system whose design is inspired by current psycholinguistic theories of 

human lexical memory [3] [4]. 

III. MOTIVATION 
In [5] Alok et. al. have presented favourable justifications for the introduction of few new fields in the basic 

database relation structure of WordNets. The paper emphasizes on the different qualitative aspects about the 
writing of suitable glosses for more clear-cut and rich explanation of senses of polysemous words. Justifications 
about the introduction of proper nouns, morphological information, distributional constraints and highly 
expected words for better clarification of different senses of words, have also been presented. Based on those 
justifications we introduce a new WordNet database relation structure that keeps two more informative fields in 
addition to the five principal informative fields which are found in the Princeton University’s English WordNet 
database relation structure. By conducting experiments we have verified that the introduction of these 
informative fields nicely enhances the efficiency of knowledge-based contextual overlap dependent WSD 
algorithms. We have introduced the following fields in the new WordNet database relation structure: 

 
i. Field to store information related to the “frequently used” or “highly expected” words for that concept 

or sense of a word. 
ii. Field to store information related to the “distributional constraints” for that sense of the word. 

During data entry in the proposed WordNet database we have ensured that we keep multiple long glosses 
(sentences for explanations of the sense) made up of diverse but most frequently used terms that can be used to 
express the proper meaning of that sense of the word. 

IV. DATABASE RELATION STRUCTURE OF WORDNET 
A WordNet system consists of lexicographer files, code to convert these files into a database, and search 

routines and interfaces that display information from the database [1]. The lexicographer files organize nouns, 
verbs, adjectives and adverbs into groups of synonyms, and describe relations between synonym groups [1]. 

In the existing database relation structure of a WordNet, the following informative fields are kept for each 
entry (one entry in a WordNet corresponds to one sense of a polysemous word) [5]: 

i. An unsigned numeric value as sense identifier or sense ID for one sense of a word  
ii. Category value i.e. noun, verb, adjective or adverb  

iii. Gloss or explanation of the sense of the word 
iv. Example sentence(s) 
v. A list of synonymous words (first word in the list is the word itself) 

In our WordNet database relation structure we keep two more informative fields regarding: 
vi. Highly expected words 

vii. Words related to distributional constraints, like storage of information regarding the relation between 
the senses of words like “cigarette” and “ash.” 

V.  WSD USING LESK ALGORITHM  
We have used Lesk algorithm [6] for doing WSD. The algorithm returns the sense identifiers for a word by 

looking up the entries corresponding to the different senses of the polysemous word in a WordNet. The working 
of the algorithm is presented below as a pseudocode function: 
function SIMPLIFIED-LESK(word,sentence) returns best sense of word  

best-sense <- most frequent sense for word  
max-overlap <- 0  
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context <- set of words in sentence  
for each sense in senses of word do  
signature <- set of words in the gloss and examples of sense  
overlap <- COMPUTEOVERLAP(signature,context)  
if overlap > max-overlap then  
max-overlap <- overlap  
best-sense <- sense  

         end  
return (best-sense) 

VI. EXPERIMENTS 
We conducted experiments using the proposed WordNet knowledge-base for WSD of several words in 

different heterogeneous sentences. The results showcase the usefulness and effectiveness of the proposed 
enhancement of addition of informative fields. 
TABLE I. Comparison of WSD results obtained for the two WordNets with sense disambiguation results obtained using Human Intelligence 

 
Sentence Word to 

disambiguate 
Sense ID obtained by 
Lesk Algorithm using 

Sense ID 
assigned by 
employing 

Human 
Intelligence  

Proposed 
WordNet 

Existing 
WordNet 

They will capture his 
property for illegal use of it 

Capture 421 422 421 

Police will capture Abu 
Salem 

Capture 422 422 422 

I will capture these moments 
in my mind when missing 
something that belongs to 
this college 

Capture 92 422 92 

She captured all the men' s 
mind with her emotions 

Capture 423 723 423 

I have done good study of 
Computation via books 

study 44 42 44 

I have done good study of 
TOC 

study 42 42 42 

I have done good study of 
TOC subject 

study 41 42 41 

to get an admission into 
master degree become 
difficult to acquire 

acquire 63 63 63 

We have actuated the circuit 
by spark 

actuated 327 327 327 

We have actuated the circuit 
to process well 

actuated 329 327 329 

Democracy in India controls 
all other parties according to 
their members 

democracy 359 359 359 

Some areas in orissa have a 
good development in recent 

development 47 47 47 

My project development has 
shown efficiency growth in 
WSD 

development 45 45 45 

Software development is a 
process of achieving a task 
by model used 

development 46 46 46 

She have got a good 
education by qualified 
teachers at IIIT 

education 1 1 1 

Education is primary thing 
for a growing child 

education 3 3 3 

Knowledge comes by good 
education 

education 1 5 1 

He has a good teaching 
experience 

experience 13 13 13 

He has an experience of 
failure in exam 

experience 13 13 36 
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Table 1 presents a comparison of WSD results obtained for the two WordNets with sense disambiguation 
results obtained using Human Intelligence. From the results it can be easily understood that the proposed 
WordNet results in better WSD.  

VII. CONCLUSION 
 

In the present paper we presented a new WordNet database relation structure. The new database relation 
structure ensures enriching of the sense bag with more information leading to higher degrees of overlap for the 
most appropriate sense of a word in question, thereby achieving better quality word sense disambiguation of 
senses. 
We experimentally verified the usefulness of the proposed enhancement of addition of informative fields to the 
WordNet database structure. We used the Lesk Algorithm to do word sense disambiguation. Our results indicate 
that the WSD based on proposed Wordnet is better. 
 

VIII. FUTURE WORK 
 

For future research, we are focusing on further enrichment of WordNet by introducing proper nouns and 
morphological information related to the senses and then carry out many or all-word WSD using Lesk and Lesk-
like algorithms. 
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