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Abstract- In this work, a new method is presented as a mingle of Principal Component Analysis (PCA) and 
Multi-Fractal Dimension analysis (MFD) for feature extraction. Proposed method makes use of best decision 
taken from both the methods and make use of fewer and effective features than traditional algorithms without 
compromise in recognition accuracy. In order to ease the pre-processing we controlled the variance in each 
mode. It is done to train the system to understand and recognize facial variance present in image. Experiments 
with different datasets show that proposed method is more suitable for larger dataset, with higher efficiency.  

Keywords: Multi Fractal Dimension, Principal Component Analysis, Intensity based fractal dimension, Fractal, 
K- Nearest Neighbour, Box Counting method. 

                                     I. Introduction 

Face recognition, in previous ten years, has come up as popular research field in the computer vision using 
image analysis or processing. We can identify thousands of faces seen throughout our whole life and identify 
known faces at a glance though after year of separation. So we need such type of computational system model 
that can identify faces as human identify. Several algorithms have been introduced and renovated to achieve 
higher recognition rate based on their own points of strength and restrictions, but still many challenges remains 
to improve the efficiency or accuracy of their systems under different situations like illumination, pose and 
image resolution. 

    From last three decades many appearance based face recognition approaches have been proposed like 
Eigenfaces based principal component analysis (PCA), given by Turk and Pentlands [2]. Main idea behind the 
use of PCA was to reduce those dimensions which are non-repetitive in the image dataset i.e., with low Eigen 
values. ICA [4] was developed based on kernel Hilbert space, to work with non-Gaussian nature of the face 
images. Kernel based PCA [4] was introduced to enhance recognition speed 

In this work we have extracted a scale and rotation independent feature Intensity Level-based Multi-fractal 
Dimension (ILMFD) and principal component based feature to get the higher efficiency. As ILMFD is basically 
an aggregate-image based feature, that captures the rough shape and texture of 3D-aggregates in its 2D projected 
form. After getting the feature, we are taking the final decision for recognise the face with the help of classifier 
according to best feature extracted from methods.  

                 II. PRINCIPAL COMPONENT ANALYSIS 

PCA method was first used as method of feature selection based on Eigenfaces[2]. Eigenfaces is projection of 
input images into that subspace where principal components appear orthogonal to each other. PCA was designed 
under unsupervised learning model to perform its feature selection. Suppose the training images have ‘M’ 
number of images Fi with size m× n. Algorithm grounded on PCA is described as below: 

1. Reshaping of Fi into a column matrix with size of mn×1 in order to forma 2D matrix of size mn×M. As 
for an ith image   
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Figure 3:  Counting the no of box used to cover the whole object. 

Classification: 

                          After the feature parameters are obtained from multiple sources the classifiers are made which 
takes these feature parameters as input and then classify the test image into one of the desired output classes. To 
understand the roll of classifiers on the features based on the proposed method we tested it with the 
neighbourhood classification approach that is k-Nearest Neighbour classifier. 
 

V. PROPOSED WORK & IMPLEMENTATION 

Based on above observation we are introducing our proposed method in which features extracted from the 
different features extraction methods are the inputs for the classification. The method has been presented below 
with the proposed modifications.  

1. First we need to collect the face image database.  
2. Obtain feature based on PCA and Intensity based Multi Fractal Dimension (MFD) feature. 
3. Use the classifier for the classification purpose and get the decision against feature extraction methods. 
4. With the help of combining or clustering protocols we are taking the final decision of face recognition. 
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Architecture: 

 
Figure 4: Architecture of Proposed system 

As we can figure out with the architecture first we are dividing the database into set of training images and 
testing set for experiment purpose. And then with the help of feature extraction method, extracting the features 
for training set images and testing set object. Then comparing these testing images of faces with the dataset or 
extracted feature or training and giving the decision a particular face belong to which class with the help of 
classifier. But the final decision which we are giving with clustering or combining protocol.    

VI. EXPERIMENTAL ANALYSIS 

In this section, we evaluated our proposed method on different datasets using Matlab on windows-7 of 32-bit 
based PC with Intel i3 2.53 GHz and 3GB RAM. To understand the performance of proposed work under 
different conditions we used Oliver Research Laboratory (ORL) database. Classifier that has been used to find 
out the recognition accuracy of our proposed algorithm is K-Nearest neighborhoods classifier. The experimental 
results have been compared with different previous known methods as Eigen face based PCA [2], Multi fractal 
dimension feature based along with proposed method. 
  
In the experimental analysis we partitioned the datasets randomly into two sets, one for testing and other for 
training. Each dataset implemented with different size and nature of illumination and expression variations. In 
each dataset the sample ratio of training and testing images has been represented as training/testing.  

 In Experiment the feature selection has been done on the original dataset without performing face cropping and 
normalization. The Experiment performed with controlling the amount of variations in each dimension judged 
by the program in each mode manually. Main motive behind Experiment was to find out the effect of shadows 
and presence of hair in feature selection. 

1. Face Recognition using ORL Database 
 
To understand the working of proposed method we used original ORL dataset of 400 images with size 
of 92x112 pixels of 40 individuals with 10 faces of each individual. Pre-processing methods have been 
used for face finding and normalisation on above dataset used for our experimentation. Some example 
of dataset has been shown in figure below. 
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Figure 5: Example images from ORL dataset 

 
Here for experiment we are starting the training from one image of each individual up to nine images of each 
and rest for testing. Based on experiment the results are presented in table below. Based on 1/9 (training/testing) 
sample ratio we found 77.16% accuracy and 98.90% accuracy when took 9/1 (training/testing) sample ratio. 
Here no need to perform any variance control as we have taken the facial part only 
     

Table 1- Results based on ORL Dataset based on KNN classifiers  
 

Sample Ratio 
(training/testing) 

PCA PCA-LDA MFD 
(Multi Fractal 
Dimension) 

PCA-MFD 

1/9 69.39%(40) 71.05%(40) 73.28%(7) 77.16%  
2/8 83.31%(80) 84.87%(40) 85.50%(7) 87.38% 
3/7 88.00%(60) 89.43%(40) 90.50%(9) 91.34% 
4/6 90.92%(78) 92.17%(40) 91.75%(9) 93.42% 
5/5 92.50%(53) 95.00%(40) 95.00%(9) 96.50% 
6/4 92.38%(79) 94.25%(40) 96.13%(8) 96.72% 
7/3 94.67%(76) 96.33%(40) 95.50%(8) 96.97% 
8/2 95.50%(63) 95.50%(40) 96.75%(10) 98.58% 
9/1 95.50%(21) 95.50%(40) 97.50%(10) 98.90% 
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Figure 6: Recognition rate against feature Dimension of all four methods: (a) with two images taken for training (b) with three images taken 

for training (c) with four images taken for training (d) with five images taken for training of each training sample 

  

Further analysis is performed to understand the ability of quality feature selection of proposed method with an 
increase in training data size. When 2/8 sample ratio has been used on PCA PCA-LDA, MFD and proposed 
method then recognition accuracy of proposed method gradually increases and found its superiority when it 
comes with its optimal feature size. Initially when fewer features have been used with small training size 
proposed method shows lower recognition accuracy. The reason behind this lies in way of feature selection of 
these methods. Further when 5/5 or higher sample ratio has been operated on proposed method; we found better 
recognition accuracy than other methods. On further increment in Sample ratio the recognition has also increase 
greater than previous methods. It shows that proposed method work well for larger dataset than other methods. 
The result analysis has been shown in above figure and table. 

 

2. Face Recognition using YALE Database 
 
To test our method we used YALE data set. YALE database contains 165 face images of 15 individuals 
human with 11 images per person class in GIF format. Each of the 11 images is different with respect to their 
centre-light, right-light, left-light, with and without glasses and different facial appearance (normal, sleepy, 
wink, surprised, happy and sad). Some example of dataset has been shown in Figure. 
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..+..   MFD 
..x..    PCA-MFD 
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--+--   PCA 
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Figure 7: Example images from YALE dataset 
 

 Yale dataset used in order to understand the end result on recognition rate when there is illumination variation 
comes with expression. Several experimentations have been done with different sample ratio starting from 2/9 to 
9/2. In Experiment with 8/3 sample ratio, 97.77% recognition rate has been shown by proposed method. On 
further increment in sample ratio we found slight decrement in recognition accuracy because of some variations 
in hair style of last images of each person class. The results analysis has been given in table-2. 

Table 2- Results based on YALE Dataset 
 

Sample Ratio 
(training/testing) 

PCA PCA-LDA MFD 
 

PCA-MFD 

2/9 45.19(32) 48.15(42) 49.63(10) 54.07 
3/8 49.17(30) 55.83(40) 76.30(10) 83.70 
4/7 56.19(30) 64.76(36) 79.17(9) 89.17 
5/6 64.44(26) 68.89(30) 83.81(9) 91.43 
6/5 78.67(25) 81.33(28) 87.78(7) 97.33  
7/4 83.33(25) 88.33(28) 89.33(8) 96.66 
8/3 91.11(26) 93.33(25) 93.33(9) 97.77 
9/2 86.67(30) 90.00(25) 90.00(9) 93.33 
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Figure 8: Recognition rate against feature Dimension of all four methods: (a) with two images taken for training (b) with three images 

taken for training (c) with four images taken for training (d) with five images taken for training of YALE database 

VII. CONCLUSION 

   We have suggested a new algorithm based on Intensity based Multi-Fractal Dimension and PCA. Algorithm 
has been tested on ORL and YALE datasets with and without pre-processing techniques. We observed that 
proposed combination of MFD and PCA is more powerful under different illuminations and various expressions 
than previous methods such as PCA, LDA, PCA-LDA, and MFD. When data size has been increases the 
recognition accuracy also increases. In each case with increase in training size, the recognition accuracy of the 
suggested system shows its superiority when examine with other existing methods. It ensures that proposed 
method is suitable with larger datasets. Although it shows better results than existing methods, under pose and 
illumination variations but a slight degrade in accuracy when there is a more variation in illumination is present. 
Finally it can be conclude that proposed PCA-MFD method work well under illumination variation, pose 
variations and under shadow effect with promising accuracy and efficiency even with larger dataset size. 
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