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Abstract— Book reading is a common thing which every one of us does in our life. A common strategy to 
spot a page for reading is to use front index and back index. A front index generally contains the sections 
and subsections topic with their corresponding page numbers. A back index contains various words of 
books with currosponding page numbers in the sorted alphabetical order. From back index and front 
index page numbers are identified for topic spotting. The proposed paper presents a Meta content 
framework for for generating back indexes for e books which uses part of speech tagging. 
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I.  INTRODUCTION  

Back index generation is one of the useful tasks in book writing; it provides a quick reference to a query word. 
It is observed that most of the words in back index are comprised of nouns, with page numbers where they 
occurred. Meta-content framework uses the same technique. Technique extracts all the nouns present in a page 
combine with the page number and repeat this same operation for all the pages. The technique is applied to e-
books. E-books are the digital version of books available in physical form. Proposed technique uses e-books in 
portable document format because it is one of the favorite’s formats of information exchange on internet. PDF [1] 
has various advantages over other formats .Security and object wrapping are some of such advantages. But these 
advantages are the road blockers for back index generation process. This advantage restricts the information 
extraction process.  Present scheme uses iText [2] library for extracting information from PDF format e-books. 
After conversion Stanford Part-Of-Speech Tagger[3] is used for extracting nouns from the text. Meta content 
framework streamlines all these processes in such a way that it generates a simple back index for an e-book. 
Working of Meta content framework for back index generation is shown in form of flow diagram in figure 1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Meta Content Framework for Back Index Generation 
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II. USER INTERFACE 

 
The Meta content frame work is developed using Java Technology [4]. The master user interface is shown in 

figure 2.The master user interface comprises of various menus which are listed below: 

  
 

Figure 2.  Master user interface of Meta Content framework 

A. Load Book:  

This operation is used to load a PDF e-book to the frame work. After selecting this option a file-chooser helps 
the user to select a book from the drives, as shown in figure 3.  

 

Figure 3.  Loading file in framework 

B. View attributes: 

This operation lets user to view different attributes of the selected e-book. Various attributes of an e-book are: 

1) Name 
2) Size 
3) Number of pages 
4) Encryption status 
5) Rebuild status 

 
The user interface to view attributes of an e-book is shown in figure 4. 
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Figure 4.  Attribute vision using Meta Content Framework 

C. Book operations: 

This option lets the user to perform various extraction and generation based operations on e-books . such as : 

1) Front Index Extraction 
2) Back Index Extraction 
3) Back index Generation  
4) Sectioning 

The interface for this option is shown in figure 5. 

 

Figure 5.  Book operations using Meta Content Framework 

D. Help and Exit: 

These are the general options which are same as the other available software’s. This option includes: 

1) About: Shows the general detail about the framework 

Tripti Sharma et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 4 No. 04 April 2012 629



III. INPUT FILE FORMAT SELECTION 

 
Selection of input file format is a crucial step. Selection of file format for e-books should be in such a way that 

the format should be platform independent, open standard, digital rights management support, image and table 
support. All these features are only supported by PDF i.e. portable document format. Hence the proposed 
framework uses PDF as an input format for e-books. 

IV. FILE SPLITTER 

This module splits the e-book of PDF format into number of pages which the book contains. For the splitting 
purpose a java based library iText is used which splits the PDF file into number of pages it contains. The process 
begins with the creation of a directory named exactly the same as of the file. After creating the directory the Meta 
Content framework splits the input file into number of pages and saves them into the directory. The naming 
convention of the book is as “book_name-Page-No.-pdf”.  

 Finally, after completing the split process the inputs were ready for the next process. The split process is 
important because it provides an unique identification of the page and its respective contents.  

V. PREPROCESSING 

After the successful split process all the PDF pages are preprocessed for the conversion process. The 
preprocessing step is combination of three steps: 

1) Image Segmentation 
2) File management 
3) Text Conversion 

 
Image Segmentation is one of the crucial steps in Meta Content framework. This step detects the co-ordinate 

of an image in a PDF page. After getting the coordinates the schemes calculates its height and width, creates an 
html tag and write the tag in PDF file with the same name. 

In between the segmentation process the scheme continuously deletes the old file and writes the new file until 
al the images had segmented. This task is done by File management step. 

Text conversion is the last step of preprocessing. Various PDF to Text extraction tools [5] are available which 
have certain advantages and disadvantages. In this step a java based library, iText, is used for the extraction of 
text contents from the PDF files. iText is used by César García-Osorio et.al.[6] For developing A Tool for 
Teaching LL and LR Parsing Algorithms .  

Preprocessing is the most important part of the Meta content framework, because the output of the 
preprocessing module is acts as an input for the rest of the modules framework. If the desired output is not 
generated from the preprocessing module, rests of the modules were fails to operate. 

VI. CHAPTER EXTRACTOR 

Output text files generated by the preprocessing module are now traversed to select those pages which are 
contributed as main chapters. This module extracts those pages which are the major contributing factors for back 
index generation. It is observed that the back index is mainly comprises of nouns from the chapters not from the 
references, acknowledgement etc. hence the module uses the same fact and separate those pages which are the 
part of chapters.  

To perform such a task Meta content frame work uses a supervised String matching algorithm, which 
generally searches those pages which indicates the start and end of the chapter contents. After the pages were 
found, they are separated and saved in a directory named as chapter.  

VII. BACK INDEX GENERATOR  

This module is the final module for back index generation. The chapter content generated by the previous 
modules takes the part in back index generation. As discussed previously the back index mainly contains nouns, 
the major part of the module is to fetch the nouns. To fetch the nouns, Stanford Part Of Speech tagger [7] is used. 
Part of speech tagger shows the each word or chunks with part of speech. A simple output generated by the 
Stanford part of speech tagger is shown in figure 6. It is observed that the nouns of the text file are combined with 
“_NNP”; this can be observed in figure 6. The text file is one by one processed with Stanford tagger, tagger 
generates file with .tgd (i.e. tagged) extension. Now after .tgd file generation scheme extracts the word chunks 
with combination   “_NNP”. Each of the extracted chunks is combines with the page number and writes them in a 
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file named as “Filename_BI”. At last the back index file is sorted in alphabetical order to form the final sorted 
back index. 

 

 
 

Figure 6.  Figure 6 Part of speech tagging of a sample text. 

The working of back index generation can be observed by Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Back Index Generation Process 
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The back index generated by Meta content frame work is shown in figure 8. Back index shown in figure 8 is 
unsorted. In the last step a simple sorting is applied to sort the indexes. The sorted back index generated by Meta 
content framework is shown in figure 9. 

 

 

Figure 8.  Un Sorted Back Index generated by Meta Content Framework 

 

Figure 9.  Sorted Back Index generated by Meta Content Framework 

VIII. RESULTS AND DISCUSSION  

Several series of experiments were run to process e-books and it is observed that the time required for 
processing an input file depends upon the number of pages present in the book. The experimental setup was 
implemented upon text corpora from varied course ware (e-books in the present setup) and also with the different 
page counts and content sizes.  

All the observations clearly indicate that the predominantly prevailing factor that contributes to excessive 
execution time is the varying document page size. 
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IX. CONCLUSIONS AND FURTHER SCOPE OF WORK 

 
Various results of the experiments show that if the input file is in correct standard and the input file is not the 

OCR based PDF then the framework works well. The back index generated by the current strategy is simple and 
flat. Various efforts are in progress to generate the hierarchical back index. 

Other aspects of back indexes are multiple occurrences handling. A single noun chunk can occur in multiple 
pages, the current technique arranges all the occurrences repeatedly but it should be arranged in such a manner so 
that single noun chunk and their page numbers, separated by commas, can be seen in a single line. The future 
work will focus on the generation of hierarchical back indexes with multiple occurrences handling. 
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