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Abstract-  Neural network computational modules have recently gained as an unconventional and useful tool for 
RF and microwave modeling and design. Neural network is trained to learn the behavior of Annular Ring 
Microstrip Antenna’s equivalent circuit parameters. A trained neural network is used for designing fast and less 
error answers to the task that has to be learned. In this paper, structure of Annular Ring Microstrip Antenna 
(ARMSA) is studied and sets of datum are collected for the training of the Multilayer Perceptron (MLP) Neural 
Network.  

Keywords: Artificial Neural Networks, Multilayer Perceptron Neural Network, and Annular Ring Microstrip 

Antenna.   

 

I. Introduction 

 

Neural networks, also called artificial neural network (ANN), is information processing system with their design 
inspired by the studies of the ability of the human brain to learn from observations and to generalize by 
abstraction[7]. The fact that neural networks can be trained to learn any arbitrary nonlinear input–output 
relationships from corresponding data has resulted in their use in a number of areas such as pattern recognition, 
speech processing, control, biomedical engineering etc. Recently, ANNs have been applied to RF and 
microwave computer-aided design (CAD) problems as well. Neural networks are first trained to model the 
electrical behavior of passive and active components/circuits. These trained neural networks, often referred to as 
neural-network models (or simply neural models), can then be used in high-level simulation and design, 
providing fast answers to the task they have learned [9], [1]. Neural networks are efficient alternatives to 
conventional methods such as numerical modeling methods, which could be computationally expensive, or 
analytical methods, which could be difficult to obtain for new devices, or empirical models, whose range and 
accuracy could be limited. Neural-network techniques have been used for a wide variety of microwave 
applications such as embedded passives [8], coplanar waveguide (CPW) components [5], transmission-line 
components [2, 3, 10], bends[6], vias [4], spiral inductors [24], FETs [26], amplifiers [29], [34], etc. Neural 
networks have also been used in impedance matching [36]. The rectangular and circular patches are probably, 
the most extensively studied patch shapes [11,27], the annular ring patch has also received considerable 
attention [14,17]. There are several interesting features associated with this patch, first, for a given frequency; 
the size is substantially smaller than that of the circular patch when both operated in the lowest mode. Second, it 
can be easily designed for dual band operation by using a concentric ring structure [15], or by employing 
another circular patch [16]. The lowest mode has a very narrow operating band, but the bandwidth is 
substantially increased when operated in some high modes [13, 30, 20]. In [14, 15], the authors analyzed the 
annular ring structure by using an equivalent circuit modal based on a transmission line analysis. A spectral 
domain approach was carried out in [28], but no attempt was made to model the feed structure. In [30], the 
authors treated the structure as a magnetic wall cavity and, the vector integral equations were established and the 
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resonant wave number has been strictly evaluated, but the input impedance has been calculated rather crudely by 
employing the single mode approximation (SMA) method. 

 

II. Annular Ring Microstrip Antenna (ARMSA) [33, 18] 
 

The annular ring microstrip antenna is used by cavity model which is expected to precisely predict the antenna 
performance. The equivalent circuit of the annular ring microstrip antenna can be expressed as parallel 
combination of an inductor L, a capacitor C and a resistance R which is shown in figure-2. The L and C 
represent the magnetic and electric energies stored in the fields below the patch metallization and in the fringing 
fields around the radiating aperture at radius =a and radius’ =b. The resistance R represents the power loss 
through the radiating apertures and couplings between them.  

 
Figure1: Annular Ring Microstrip Antenna 

 
 
                                                

 

Figure2: Equivalent circuit of Annular Ring Microstrip Antenna 
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The annular ring microstrip is shown in figure1, above and can be equated to a parallel combination of an 

inductance L, a capacitance C and resistance R i.e. 
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 as shown in figure in 2.The expression of these L, C, R 

can be obtained as - 
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And ),(  aEE nma , ),(  bEE nmb and ),( 11
 cEE nmc field at different point. 

 In the above equation following parameters are denoted as:  
 a = Inner radius of the patch 
  ae = Effective inner radius of the patch  
  b  =  Outer radius of the patch 
  be = Effective outer radius of the patch 
   = Permeability of the substrate 
  h = Thickness of the dielectric substrate 
  k1 = Resonant wave number 

r = Relative permittivity of the substrate 
e = Effective relative permittivity  
W = (b-a) = Width of the patch 
 

The effective outer radius (be) is given as  
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Similarly one can find the effective inner radius of the antenna. 
 
The electric field distribution of ARMSA for TMnm mode is given by  

            nakJkYakYkJzE ennennnm cosˆ, 1
'

11
'

1  

Where (c1,0) is the feed location in ARMSA 
And  

g (b, b) = Edge conductance at outer radius. 
g (a, a) = Edge conductance at inner radius. 
y (a, b) = Mutual admittance between the apertures. 

 
The coupling between outer ring and inner ring is given as [21], 
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The value of edge conductances g(a, a) and g(b, b) are obtained by substituting b = a and a = b respectively in 
equation (5) and retaining the real part only.  
 
The equivalent input impedance of annular ring microstrip resonator is the parallel combination of R, L and C 
(Figure2) and hence             
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III. Multilayer Perceptron (MLP) Neural Network 
 
MLP is a popularly used neural network structure. In the MLP neural network, the neurons are grouped into 
layers. The first and the last layers are called input and output layers, respectively, and the remaining layers are 
called hidden layers. Typically, an MLP neural network consists of an input layer, one or more hidden layers, 
and an output layer, as shown in Figure3 For example, an MLP neural network with an input layer, one hidden 
layer, and an output layer, is referred to as three-layer MLP (or MLP). nature of the –relationship. Non dynamic 
modeling problem can be solved using MLP. The most popular choice is the MLP since its structure and 
training are well-established. nonlinear and localized phenomena (e.g., sharp variations). Time-domain dynamic 
responses such as those in nonlinear modeling can be represented using recurrent neural networks[29] and 
dynamic neural networks [34]. One of the most recent research directions in the area of microwave-oriented 
ANN structures is the knowledge-based networks [3, 4, 6, 10,]. The neural network does not represent any 
annular ring microstrip antenna component unless we train it with annular ring microstrip antenna data. It is 
developed a neural-network model, input and output parameters of the component in order to generate and 
preprocess data, and then use this data to carry out ANN training.  
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Figure3: Multilayer Perceptron Neural Network 
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Figure4: Mathematical model of a neuron network 
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The model of each neuron in the network includes a nonlinear activation function.  
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The important point to emphasize here is that the nonlinearity is smooth (i.e., differentiable everywhere). A 
commonly used form nonlinearity that satisfies requirement is a sigmoidal nonlinearity defined by the logistic 
function: 
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Where v j  is the induced local field (i.e., the weighted sum of the all synaptic inputs plus the bias) of neurons j, 

and y j  is the output of the neuron. The presence of nonlinearities is important because otherwise the input 

output relation of the network could be reduced to that of single layer perceptron. Moreover, the use of logistic 
function is biologically motivated, since it attempt to account for the refractory phase of the real neurons. 

 

IV. Result and Discussion 

 

The multilayer neural network has made an input layer, an output layer, and two hidden layer. Layer one 
transfer function as logsigmoidal and layer two has transfer function as pure linear,  weights has taken randomly 
by the network.   
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Figure5: Frequency versus Impedance 

 

Figure5, shows the different plots of impedance for same frequency range incorporated by the annular ring 
microstrip antenna. That has been compared untrained network with trained network .The error is dispend  on 
the number of epochs to achieve the goal; when epoch is 1300 then the error is 0.0532, epoch is 800 then error is 
4.8307, and epoch is 500 then error is 72.2165.  
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 Error versus momentum coefficient
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Figure6: Momentum coefficient versus Error 

 

In figure6, the error obtained  by the different epoch with variation of momentum coefficient, here it is seen that 
errer is low when epoch is 1500 in this plot momentum coefficient increases up to certain level the error is 
nearly constant but after a certain level of momentum coefficient error decreases exponentially . At momentum 
coefficient equal to one, the error becomes infinite. So it is clear that momentum coefficient can not become 
unity it is always less than unity.  
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Figure7: Number of epoch versus Error 

 

In figure7 shows that error is decreases when number of epochs increases at constant momentum coefficient. At 
epoch 1200, momentum  coefficient 0.8 the error is 0.1312, momentum coefficient o.8 the error is 0.1655, and 
the momentum coefficient 0.2 the error is 0.1946. 
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V. Conclusion 

 

In this paper  structure of ARMSA is studied for the parameters and collected sets of datum for the parameters 
such as, the inner radius of the patch (a =) 3.0cm., the outer radius of the patch (b =) 6.0 cm., effective relative 
permittivity (e = 2.2), width of the patch (W=) 3.0 cm., thickness of the patch conductor (t =)  0.0018 cm., and 
feed point ( c1=) 3.1 cm. The figure 5, 6, and 7 shows that after training the network the error is depends on the 
learning rate, Momentum, and number of epochs.from figure5, the number of epochs is higher the error is less; 
figure6, shows that momentum coefficient is always less than one but nearer to unity error is less and nearer to 
zero but not zero, error is higher. Figure7, shows that the epochs is higher then the error is less means until goal 
is not achieved by the network till loop is going on  for achieving the goal.    

 

VI. Reference 

 

[1] V. K. Devabhaktuni, M. Yagoub, Y. Fang, J. Xu, and Q. J. Zhang, “Neural networks for microwave modeling: Model development 
issues and nonlinear modeling techniques,” Int. J. RF Microwave Computer-Aided Eng., vol. 11, 2001, pp. 4–21. 

[2] V. K. Devabhaktuni, C. Xi, F. Wang, and Q. J. Zhang, “Robust training of microwave neural models,” Int. J. RF Microwave 
Computer-Aided Eng., vol. 12, 2002, pp. 109–124. 

[3] F. Wang, V. K. Devabhaktuni, and Q. J. Zhang, “A hierarchical neural network approach to the development of a library of neural 
models for microwave design,” IEEE Trans. Microwave Theory Tech., vol. 46, Dec. 1998,  pp. 2391–2403. 

[4] P. M. Watson and K. C. Gupta, “EM-ANN models for microstrip vias and interconnects in dataset circuits,” IEEE Trans. Microwave 
Theor  Tech., vol. 44, Dec. 1996,  pp. 2495–2503. 

[5] P. M. Watson and K. C. Gupta, “Design and optimization of CPW circuits using EM-ANN models for CPW components,” IEEE 
Trans. Microwave Theory Tech., vol. 45, Dec. 1997, pp. 2515–2523.  

[6] J. W. Bandler, M. A. Ismail, J. E. Rayas-Sanchez, and Q. J. Zhang, “Neuromodeling of microwave circuits exploiting space-mapping 
technology,” IEEE Trans. Microwave Theory Tech., vol. 47, Dec. 1999, pp. 2417–2427. 

[7] Q. J. Zhang and K. C. Gupta, Neural Networks for RF and Microwave Design. Norwood, MA: Artech House, 2000. 
[8] . K. Devabhaktuni, M. Yagoub, and Q. J. Zhang, “A robust algorithm for automatic development of neural-network models for 

microwave applications,” IEEE Trans. Microwave Theory Tech., vol. 49, Dec. 2001, pp. 2282–2291. 
[9] K. C. Gupta, “Emerging trends in millimeter-wave CAD,” IEEE Trans. Microwave Theory Tech., vol. 46, June 1998, pp. 747–755. 
[10] F. Wang and Q. J. Zhang, “Knowledge-based neural models for microwave design,” IEEE Trans. Microwave Theory Tech., vol. 45, 

Dec. 1997, pp. 2333–2343.  
[11] Carver, K. R., and J. W. Mink, “Microstrip antenna technology,” IEEE Trans., Vol. AP-29, 1981, pp. 2–24. 
[12] Rana, I. E., and N. G. Alexopoulos, “Current distribution and input impedance of printed dipoles,” IEEE Trans., Vol. AP-29, No. 1,  

1981, pp. 99–105. 
[13] Chew, W. C., and J. A. Kong, “analysis of a circular microstrip disk antenna with a thick dielectric substrate,” IEEE Trans., Vol. AP-

29, No. 1,  Jan. 1981, pp. 68–76. 
[14] Bhattacharyya, A. K., and R. Garg, “Input impedance of annular ring microstrip antenna using circuit theory approach,” IEEE Trans., 

Vol. AP-33, 1985, pp.369–374. 
[15] Nurie, N. S., and R. J. Langley, “Input impedance of concentric ring microstrip antennas for dual frequency band operation including 

surface wave coupling,” IEE Proc. H, Vol. 137, No. 6, Dec. 1990, pp.  331–336. 
[16] Nie, Z., W. C. Chew, and Y. T. Lo, “analysis of the annular-ring loaded circular-disk microstrip antenna,” IEEE Trans., AP-38, No. 6, 

1990,  pp.806–813. 
[17] Mink, J. W., “Circular ring microstrip antenna,” IEEE Trans., Vol. AP-30, 1982, pp. 605–608. 
[18] W. C. Chew, “A broad band annular ring microstrip antenna,” IEEE Trans. Antennas Propagat., vol. AP-30, no. 5, Sept. 1982,  pp. 

918-922. 
[19] Kong, J. A., Theory of Electromagnetic Waves, New York, Wiley- Interscience, 1975. 
[20] James, J. R., and P. S. Hall, Ed., Handbook of Microstrip Antenna, Peter Peregrinus Ltd., London, 1989 
[21] A. K. Bhattacharyya and R. Garg, “Self and mutual admittance between two concentric, coplanar, circular radiating current sources,” 

Proc. Inst. Elec. Eng., vol. -131, pt. H,  no. 3, pp. 217-219, June 1984. 
[22] Watson, G. N., A Treatise on the Theory of Bessel Functions, 2nd 
[23] ed., New York, Pergamon Press, 1944. 
[24] Lo, Y. T., D. Solomon, and W. F. Richards, “Theory and experiment on microstrip antennas,” IEEE Trans, Vol. AP-27, 1979, pp. 137–

145. 
[25] G. L. Creech, B. J. Paul, C. D. Lesniak, T. J. Jenkins, and M. C. Calcatera, “Artificial neural networks for fast and accurate EM-CAD 

of microwave circuits,” IEEE Trans. Microwave Theory Tech., vol. 45, May 1997,  pp. 794–802. 
[26] Chew, W. C., and J. A. Kong, “Resonance of non-axial symmetric modes in microstrip disk resonators,” J. Math.Phys., Vol. 21, 1980, 

pp. 2590–2598. 
[27] A. H. Zaabab, Q. J. Zhang, and M. S. Nakhla, “A neural network modeling approach to circuit optimization and statistical design,” 

IEEE Trans. Microwave Theory Tech., vol. 43, June 1995, pp. 1349–1358. 
[28] Tulintseff, A. N., S. M. Ali, and J. A. Kong, “Input impedance of a probe-fed stacked circular microstrip antenna,” IEEE Trans. Vol. 

AP-39, No. 3, 1991, pp. 381–390. 
[29] Bhattacharyya, A. K., and R. Garg, “Spectral domain analysis of wall admittance for circular and annular microstrip patches and the 

effect of surface waves,” IEEE Trans., Vol. AP-33, 1985, pp. 1067–1073. 
[30] Y. Fang, M. Yagoub, F.Wang, and Q. J. Zhang, “A new macromodeling approach for nonlinear microwave circuits based on recurrent 

neural networks,” IEEE Trans. Microwave Theory Tech., vol. 48, Dec. 2000, pp. 2335–2344.  
[31] Ali, S. M., W. C. Chew, and J. A. Kong, “Vector Hankel transform analysis of annular ring microstrip antenna,” IEEE Trans., Vol. 

AP-30, No. 4, July 1982,  pp.637–644,. 
[32] Wu, Y. S., and F. J. Rosenbaum, “Mode chart for microstrip ring resonators,” IEEE Trans., Vol. MTT-21, 1973, 457–489. 

Anil Kumar et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 4 No. 04 April 2012 563



[33] Zheng, J. X., and D. C. Chang, “End-correction network of a coaxial probe for microstrip patch antennas,” IEEE Trans., Vol. AP-39, 
No. 1, Jan, 1991, pp. 115–118. 

[34] J. W. Mink, “Circular ring microstrip antenna elements,” in IEEE Antennas Propagation Soc. Int. Symp. Dig. Canada, June 1980, pp. 
605-608. 

[35] J. Xu, M. Yagoub, R. Ding, and Q. J. Zhang, “Neural-based dynamic modeling of nonlinear microwave circuits,” IEEE Trans. 
Microwave Theory Tech., vol. 50, , Dec. 2002, pp. 2769–2780. 

[36] Chew, W. C., Waves and Fields in Inhomogeneous Media, Van Nostrand Reinhold, New York, 1990. 
[37] M. Vai and S. Prasad, “Microwave circuit analysis and design by a massively distributed computing network,” IEEE Trans. 

Microwave Theory Tech., vol. 43, May 1995,  pp. 1087–1094. 
 

Anil Kumar et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 4 No. 04 April 2012 564




