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Abstract: In this paper, computational efficient technique is proposed to calculate the eigenvalues of a 
tridiagonal system matrix using Strum sequence and Gerschgorin theorem. The proposed technique is 
applicable in various control system and computer engineering applications. 
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I.INTRODUCTION 

Solving tridiagonal linear systems is one of the most important problems in scientific computing. It is involved 
in the solution of differential equations and in various areas of science and engineering applications such control 
system [1] and computer science [2, 3].  It is also occur in a wide variety of applications, such as the 
construction of certain splines and the solution of boundary value problems. There are various numerical 
techniques available in the literature, which are useful for determining eigenvalues of real symmetric matrices 
[4]. In most of these methods, given system matrix is converted into tridiagonal form. There are various 
methods also given in the literature for determining eigenvalues of a tridiagonal matrix [4]. In this method, 
strum sequence and bisection method is used to determine the eigenvalues of a given real symmetric triangular 
matrix. It is observed that it require large number of iterations to compute the eigenvalues. It is observed that 
these iterations can be reduced by using well known Gerschgorin theorem [4]. In [5], technique is presented to 
identify the eigenvalues on the right half the s-plane using Gerschgorin theorem [4]. The extension to this 
approach is given in [6]. One of the leading methods for computing the eigenvalues of a real symmetric matrix 
is Given’s method [4]. In that method, after transforming the matrix into diagonal form say, ' 'S , the leading 
principal minors of S Iλ−  form a strum sequence. Then, using bisection approach, change of sign in various 
strum sequence is observed. Further, based on this, eigenvalue can be determined by repeatedly using bisection 
method.  In [7], various applications are presented based on Gerschgorin theorem. Here, in this paper, similar to 
these existing applications, we have used Gerschgorin theorem in Strum sequence to determine eigenvalues in 
computationally efficient manner. In order to show the comparative result, we have considered the example 
which was earlier considered in [4].  

 
II. Givens Method for Symmetric Matrices [4]: 

 
     Let A be a real, symmetric matrix. The Givens method uses the following steps: 

(a) Reduce A to a tridiagonal form using plane rotations 

      (b)  Form a strum sequence, study the changes in sign in the sequences and find the eigenvalues. The        
reduction to a tridiagonal form is achieved by using the orthogonal transformation. Suppose the orthogonal 
matrix is given as  
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                                                                     1b        1c       0      0     …           0 

              1c        2b      2c      0      …         0 

              0        2c      3b      3c     …          0 

            [ ]B =       . .        .      . .         .                                (1)                                                  
    . .        .       . .         .           
    . .        .      .      .         . 

           0        0         0        2nc − 1nb −    1nc −   

           0         0        0 0     1nc −    nb   

 
 
 
 

        The number of plane rotations required to bring a matrix of order n  to its  tridiagonal form is  
1 ( 1)( 2)
2

n n− − .  We know that A  and B  have the same eigenvalues. If 0, 1,..., 1ic i n≠ = −  then, the 

eigenvalues are distinct.  

Now, we define 

nf I Bλ= − =  
 

                    
 

 1bλ −   1c−     0     …    0       0           0 
 

1c−  2bλ −   2c−    …    0       0        0 
 

    .    .   .       …       0       0        0 
    .    .   .       …    …      …        …  

  
   0   0  0      …  2nc −−   1nbλ −−   1nc −−  

      
      0   0  0      …    …    1nc −−       nbλ −  

                                                             (2) 

 

Expanding by minors, the sequence { }nf  satisfies 

 

0 1 11,f f bλ= = −                                                                                                                                                (3)  

 

and 

 
2

1 1 2( ) ;2r r r r rf b f c f r nλ − − −= − − ≤ ≤                                                                                                            (4) 
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If none of the 1 2 1, ,..., nc c c −  vanish, then { }nf  is a Strum sequence. That is, if ( )V x denotes the number of 

changes in sign in the sequence for a given number x , then the number of zeros of nf  in [ , ]a b  is 

( ) ( )V a V b− , provided  a  or b is not a zero of nf . In this way, one can approximately compute the 
eigenvalues and by repeated bisections, one can improve these estimates. This method is explained in many text 
books on numerical analysis. 

III. Proposed approach 
 

In this strum sequence approach, selection of ‘ λ ’ is very much important. But in exiting approach, selection of 
λ  is random approach, hence existing approach needs more computations to compute the eigenvalues.  In such 
cases, Gerschgorin theorem [4] will be useful.  It stated as follow: 

Let kP  be the sum of the moduli of the elements along the thk  row excluding the diagonal elements kka . Then 

every eigenvalue of A  lies inside or on the boundary of at least one of the circles  

, 1,..., .kk ka P k nλ − = =                                                                                                                            (5) 

Using this theorem, we obtain bounds on the real axis. The beauty of these bounds is such that all the 

 eigenvalue lie between these bounds. So, we consider Gerschgorin bound ‘ λ ’ as initial approximation in this 
strum sequence method. Suppose, these bounds are denoted by E and D. Bound E always remains to the right 
side of D on the real axis in the s-plane whatever may be the value of E and D [6].         

Thus, equation (3) and (4) modified as  

0 1 11,f f D b= = −                                                                                                                                       (6) 

and 

 
2

1 1 2( ) ;2r r r r rf D b f c f r n− − −= − − ≤ ≤                                                                                                    (7) 

                                          

IV. Numerical Example  
 

Now we calculate the eigenvalues of a given tridiagonal matrix as given below [4].  

 

                                                                                     2       -1          0 
 
                                                       [ ]A =                   -1        2          -1                                                      (8) 
 
                    0        -1          2 
 
 

In [4], the eigenvalues are calculated using conventional method. It as follows: 

 

4.1 Conventional method: 

Step 1:  Assume 1λ = − , then from eq. (6) and (7), the strum sequence becomes 

0 1
2

2 1 0
3

3 2 1

1, 2;

( 2) ( 2) 1

( 2) ( 2) 2( 2)

f f

f f f

f f f

λ
λ λ
λ λ λ

= = −

= − − = − −

= − − = − − −

            (9) 

Step 2: Using strum sequence approach, we formulate the following array to get the eigenvalues. 
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Table 1: Existing approach of calculating eigenvalues using strum sequence 
 
 

λ  0f  1f  2f  3f  ( )V λ  

-1 + - + - 3 

0 + - + - 3 

1 + - 0 + 2 

2 + 0 - 0 - 

3 + + 0 - 1 

4 + + + + 0 
 

 
From above table, there exist an eigenvalue, at λ =2 between in (0, 1) and also eigenvalue between 
(3, 4). We calculate actual eigenvalue by repeated bisection method. The exact eigenvalue is 
calculated as 0.585786. Similarly, by increasing the value of λ , we can estimate other eigenvalues of 
the matrix. 
 

4.2 Proposed approach   

  Step 1: By applying Gerschgorin theorem to above matrix, we calculate bound as D=0 and E=4. It is 
shown in Fig. 1. 

 
Fig1. Gerschgorin circles and bounds of a system matrix 

 
Step 2: Using strum sequence approach, using eq. (6) and eq. (7), we formulate the following array to get the 
eigenvalues. 
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Table 2: Proposed approach of calculating eigenvalue using using strum sequence in the interval (0, 1) 

 
λ  0f  1f  2f  3f  ( )V λ  

 
 

0 
+ - + - 3 

1 + - 0 + 2 
 

 

From above table, there exist an eigenvalue, between in (0, 1). We calculate actual eigenvalue by repeated 
secant method. Similar to above approach, the exact eigenvalue is calculated as 0.585786.  

 
Table 3: Proposed approach of calculating eigenvalue using using strum sequence in the interval (1, 3)  

 

λ  0f  1f  2f  3f  ( )V λ  

1 + - 0 + 2 

2 + 0 - 0 - 

3 + + 0 - 1 
 

From the above table there exist an eigenvalue, is at λ =2  
Table 4: Proposed approach of calculating eigenvalue using using strum sequence in the interval (3, 4) 

 

λ  0f  1f  2f  3f  ( )V λ  

3 + + 0 - 1 

4 + + + + 0 
 

From above table, there exist an eigenvalue, between in (3, 4). We calculate actual eigenvalue by repeated 
secant method. Similar to above approach, the exact eigenvalue is calculated as 0.3.414214. From above table 1 
2, 3 and 4 it is concluded that proposed approach is computationally efficient in comparison to existing 
approach. 
 
Total Computation: 
 
Existing method:  

Bisection method: 855 

Secant method: 225 

V.CONCLUSION 
In this paper, a computationally efficient approach is proposed for determination of eigenvalues of a given real 
symmetric triangular matrix using Gerschgorin theorem. In the existing method as we observe from the table the 
initial values are randomly chosen and the strum sequence method is applied to find the existence eigenvalues. 
Whereas in the proposed approach the strum sequence methods are applied at the point of intersection of the 
circles to decide the existence of eigenvalues in the Gerschgorin bound and then repeated secant method has 
been applied in these intervals to compute the exact eigenvalues. The secant method computes the eigenvalues 
exactly and takes less number of computations compared with the Bisection method which is used in the 
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existing method. The symmetric matrix is applicable to various Computer Engineering applications like Image 
processing, Pattern Recognition, Finger print Recognition and so on. 
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