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      Abstract— In this paper, we proposed the fuzzy multi-job and multi-company workers assignment 
problem with penalty. Our purpose is obtaining the optimal solution the assignment problem, where n 
jobs are assigned to m workers (m>n), each job must be assigned to one and only one worker and each 
worker could be received one job or do not receive any job. Furthermore, there are k company where 
each worker belong a special company. For finding the optimal assignment, we must optimize total cost 
this problem assignment. This problem has three types of costs, direct cost company cost and penalty. In 
this paper, first the proposed assignment problem is formulated to the crisp model by using a suitable 
fuzzy ranking and fuzzy arithmetic operators. Finally, a heuristic genetic algorithm is designed for 
solving the proposed problem and an example is given to verify the efficiency of the algorithm. 
 
 Keywords: Fuzzy set; Assignment problem; Genetic algorithm; fuzzy ranking. 
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I.  INTRODUCTION 
 

     One important problem in the industrial and service systems is assignment problem. So, optimization the 
total cost of the assignment problem, where n jobs are assigned to m workers is an important purpose in the 
industrial. 
   Furthermore, for each assignment problem (AP) there are various extensions. In this research the assignment 
problem extended to the fuzzy multi-job and multi-company workers assignment problem with penalty. In the 
proposed assignment problem there are n jobs and m workers, ݉ > 	݊ and each job must be assigned to one and 
only one worker, but each worker could be received one job or do not receive any job. Furthermore, there are k 
various company where each worker could be selected from the sth company (ݏ = 1,2, . . , ݇). Another extension 
of assignment problem is the AP with penalty (APP) where each job or worker are associated with a cost when 
the job is not assigned to any worker or the worker do not receive any job. Such a cost is called as the penalty 
with respect to the job or the worker (In The paper for the workers). The proposed problem has three types of 
costs, direct cost, company cost and penalty. The direct cost (ܿ௜௝)  is related to the assigning the job ݆ to the 
worker 	݅. The company cost (݀௦) is related to the selecting a worker from the sth company and the penalty ( ௜݃) 
to each worker. This proposed problem called FCAPP.  
     In the real word possible all of the assignment problem costs aren’t crisp. In this problem (FCAPP), some 
costs of problem are characterized by uncertain information such as fuzzy variables [2,5].  
     In this researcher, first the fuzzy multi-job and multi-company workers assignment problem is formulated to 
the crisp model then using the fuzzy ranking and Zadeh’s extension principle. Furthermore, the crisp equivalents 
costs are characterized by trapezoidal fuzzy numbers finally, we designed a   heuristic genetic algorithm for 
obtaining the proposed fuzzy programming.  
    This paper is organized as follows. Firstly, the concepts of the fuzzy multi-job and multi-company workers 
assignment problem and the minimum costs are introduced and then the mathematical model of the proposed 
problem is formulated in Section 2, the proposed problem is formulated to the crisp model in Section 3. We 
designed a heuristic genetic algorithm for solving the proposed programming models in Section 4, and given an 
example to show the result of the heuristic algorithm in Section 5. Finally, the remarking conclusion is given in 
Section 6.   
 

 
 

II. PRELIMINARIES 
 

A. Fuzzy arithmetic operators and ranking 
 

     The fuzzy set theory was initialized by Zadeh [15]. We give some basic concepts and results of fuzzy 
numbers, fuzzy arithmetic and ranking of fuzzy numbers which are needed in the rest of the paper (taken from 
[6]). A fuzzy set is defined as a subset ෤ܽ of universal set ܺ ⊆ ℝ by its membership function   ߤ௔෤(. ), which 
assigns to each element, ܺ	 ∈ ℝ	, a real number ߤ௔෤(. ) in the interval  [0, 1].  
 
Trapezoidal fuzzy number: A fuzzy number ෤ܽ = 	 (ܽଵ, ܽଶ, ,ߙ  is said to be a trapezoidal fuzzy number, if its (ߚ
membership function is given by function: 
 

(ݔ)௔෤ߤ 	=
۔ۖەۖ
ݔ	ۓ − (ܽଵ − ߙ(ߙ 					݂݅		ܽଵ − ߙ ≤ ݔ ≤ ܽଵ1																											݂݅							ܽଵ ≤ ݔ ≤ ܽଶ		(ܽଶ + (ߚ	 − ߚ	ݔ 				݂݅	ܽଶ ≤ ݔ ≤ ܽଶ + .݋																																				0ߚ	 																		ݓ
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Now, we define arithmetic on trapezoidal fuzzy numbers. Let ෤ܽ = 	 (ܽଵ, ܽଶ, ,ߙ 	 and (ߚ ෨ܾ = 	 (ܾଵ, ܾଶ, ߙ ′,  be two (′ߚ
trapezoidal fuzzy numbers. Define 
ݔ  > 0, ݔ ∈ ℝ	; ݔ				 ෤ܽ = 	 ,ଵܽݔ) ,ଶܽݔ ,ߙݔ ݔ								(ߚݔ < 0, ݔ ∈ ℝ	; ݔ				 ෤ܽ = 	 ,ଵܽݔ) ,ଶܽݔ ෤ܽ (ߚݔ−,ߙݔ− + ෨ܾ = 	 (ܽଵ + ܾଵ, ܽଶ + ܾଶ, ߙ + ߙ ′, ߚ + 	 			(′ߚ
One convenient approach for solving fuzzy linear programming problems is based on the concept of comparison 
of fuzzy numbers by use of ranking functions (see [6]). An effective approach for ordering the elements of ܨ(ℝ) 
is to define a ranking function ܴ:	ܨ(ℝ) → ℝ which maps each fuzzy number into the real line, where a natural 
order exists. We define orders on ܨ(ℝ) by: 
 ෤ܽ ≿ ෨ܾ				if	and	only	if				ܴ( ෤ܽ) ≥ ܴ( ෨ܾ)		 ෤ܽ ≻ ෨ܾ				if	and	only	if				ܴ( ෤ܽ) > ܴ( ෨ܾ) 			 ෤ܽ ≃ ෨ܾ				if	and	only	if				ܴ( ෤ܽ) = ܴ( ෨ܾ)		 	
Where ෤ܽ and ෨ܾ in ܨ(ℝ). Also we write ෤ܽ ≿ ෨ܾ if and only if  ෤ܽ ≿ ෨ܾ. We restrict our attention to linear ranking 
functions, that is, a ranking function ܴ such that 
 ܴ(݇ ෤ܽ 	+ ෨ܾ) 	= 	ܴ݇( ෤ܽ) 	+ 	ܴ( ෨ܾ), 

 
for any ෤ܽ and ෨ܾ belonging to F(ℝ) and any k	 ∈ ℝ	. 
 
Let ෤ܽ be a fuzzy variable with membership function  ߤ௔෤(ݔ)	. Since  ߤ௔෤(ݔ)	 is the degree to which  ݔ  is 
compatible with ߤ௔෤ , it is proportional to some probability density function ݂(ݔ). For example, ߤ௔෤(ݔ)	is 
proportional to the number of experts who believe in ݔ is good, so that the more experts who believe in ݔ, the 
greater the chance that is actually good [10]. 
Letting ݂(ݔ) = ׬	(ݔ)௔෤ߤ ௑	ݔ݀		(ݔ)௔෤ߤ  

 
We can choose  ݔ∗ to minimize the average deviation׬ ݔ) − 		ݔ݀	(ݔ)ଶ݂(∗ݔ  . Differentiation with respect to  ݔ∗  
yields  
∗ݔ     = ׬ ׬௑	ݔ݀		(ݔ)௔෤ߤݔ		 ௑	ݔ݀		(ݔ)௔෤ߤ  

 
Which is called centroid value. 
So, Letting  
 ܴ( ෤ܽ	) =  ∗ݔ
Which reduce to 
 

ܴ( ෤ܽ) 	= (ܽଶ)ଶ − (ܽଵ)ଶ + ଵܽߙ + ଶܽߚ + ଶ3ߚ − ߙଶ3ߙ + ߚ + 2(ܽଶ − ܽଵ) 	 	
where ෤ܽ = 	 (ܽଵ, ܽଶ, ,ߙ  . (ߚ
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B. the assignment problem FCAPP  
   
      Clearly, the assignment problem is equivalent to find a maximum matching of a complete bipartite graph, 
such that the weight of the matching is minimum, so we introduce some base concepts with respect to graph. 
Throughout this paper, all the graphs are directed and simple complete bipartite graph which is usually denoted 
as ܩ	 = 	 ( ଵܸ, ଶܸ), where the vertices set ܸ of the related graph is defined as ܸ	 = 	 ଵܸ ∪ 	 ଶܸ and the edges set ܧ is 
defined as ܧ	 = 	 ,ݑ)} 	ݑ	|(ݒ ∈ 	 ଵܸ, 	ݒ ∈ 	 ଶܸ}. In order to describe the problems conveniently, we denote ܸ	 ,ଵݒ}	= ,ଶݒ . . . , 	ܧ ,{|௏|ݒ = 	 {݁ଵ, ݁ଶ, . . . , ݁|ா|}. Let ݊	 = 	 | ଵܸ| be the cardinality of vertices set and ݉	 = 	 | ଶܸ| that of 
edges set. Sometimes, we denote (ܩ)ܧ and ܸ(ܩ) the edges set and the vertices set of graph ܩ for convenient, 
respectively. 
     Assume that the set ଵܸ 	= 	 {1, 2, . . . , ݊} is related to ݊ jobs and ଶܸ 	= 	 {	1, 2, . . . , ݉} to ݉ workers in a 
complete bipartite weighted graph. The FCAPP degenerate to the FCAP when m = n, so we assume that ݊	 < 	݉ 
in this paper (for the case of ݊	 > 	݉, we just need to modify the mutation operator of genetic algorithm). Let ௦ܹ 
be a subset of ଶܸ is related to the sth company‘s workers,. Let	݉௦ 	= | ௦ܹ|	for ݏ = 1,2, … , ݇. So ∑ ݉௦௞௦ୀଵ =݉,	⋃ ௦ܹ௞௦ୀଵ = ଶܸ, means m workers are members  k  various company. Furthermore, s-company can assign 
extreme number ܾ௦ of workers for assignment problem (FCAPP). (	ܾ௦ ≤ ݉௦	∀ݏ = 1, . . ݇, ∑ ܾ௦௞௦ୀଵ ≥ ݊ . 
     For convenience, assume that the sets ଵܹ 	= 	 {1, 2, . . . , ,	{ଵ݉ݑݏ ଶܹ 	= 	 ଵ݉ݑݏ} + 1, . . . , …,{ଶ݉ݑݏ , ௞ܹ ௞ିଵ݉ݑݏ}	=	 + 1, . . . , ௦݉ݑݏ	),௞} are related to company’s workers first, second,…, sth, respectively݉ݑݏ =∑ ݉௜௦௜ୀ௜ ) . 
Let ܿ̃௜௝, be the direct cost related to the assigning the job ݆ to the worker	݅,( of the edge (݅, ݆))  for ݅	 ∈ 	 ଵܸ, ݆	 ∈ 	 ଶܸ 
and	 ሚ݀௦,	be the company cost related to each worker is generated from the  sth company		ݏ = 1,2, … , ݇ and ෤݃௜ , ݅	 = 	1,2, . . . , ݉, the penalties of vertex ݅. 
 
Define decision variable ݔ௜௝. 
௜௝ݔ  = ቄ1										if					job	݆	is	assigned	to	worker	݅			0											݋.  																																																								ݓ
 
For convenience, any assignment can also be denoted by such a vector ݔ and, ܿ̃, ሚ݀ , and ෤݃ are the vectors consist 
of the costs  ܿ̃௜௝, ሚ݀௦ and ෤݃௜, respectively. Therefore, the cost function of assignment ݔ can be introduce as 
,ݔ൫ݖ  ܿ̃, ሚ݀, ෤݃൯ =෍෍ܿ̃௜௝ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ +෍ ሚ݀௦ ෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ
௞
௦ୀଵ +෍ ෤݃௜ ቌ1 −෍෍ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ 	ቍ௠

௜ୀଵ 	
 
 Therefore, the proposed assignment problem has the following form  
 
Stage 1: 
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ەۖۖ
ۖۖۖ
۔ۖ
ۖۖۖ
ۓۖ 		min 					෍෍ܿ̃௜௝ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ +෍ ሚ݀௦ ෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ
௞
௦ୀଵ +෍ ෤݃௜ ቌ1 −෍෍ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ 	ቍ௠

௜ୀଵ 																																				(1)		
																																																								෍ݔ௜௝௠

௜ୀଵ = 1				, ݆ = 1,2, . . , ݊																																																											(2)	
.ݏ						 ௜௝௡ݔ෍																																												ݐ

௝ୀଵ ≤ 1				, ݅ = 1,2, . . , ݉																																																									(3)	
																																																					෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ ≤ ܾ௦				, ݏ = 1,2, … , ௜௝ݔ																																																																(4)																																																		݇ = ݅					1	ݎ݋	0 = 1,… ,݉,			݆ = 1,… , ݊																													(5)			

	

 
 
      From now on, we assume that all the costs  ܿ̃௜௝, ሚ݀௦ and ෤݃௜ are fuzzy variables. the objective is found in Eq. 
(1). The objective is to minimize the cost assignment schedule where n jobs are allocated to m  workers. 
Constraints (2) ensure that each job must be assigned just one worker. Constraints (3) restrict the number of 
workers assignment problem for each job. Constraints (4) restrict the number of workers assignment problem in 
each company. Moreover, Constraint (5) set up the binary restrictions for ݔ௜௝. 
 
       It is clear that the value objective function is also a fuzzy variable when the vectors ܿ̃, ሚ݀ and ෤݃ are fuzzy 
vectors. In order to rank ݖ൫ݔ, ܿ̃, ሚ݀, ෤݃൯, different ideas are employed in different situations. If we wants to obtain a 
assignment with minimum value of cost function ݖ൫ݔ, ܿ̃, ሚ݀, ෤݃൯, then the following concept is considered. 
 
 
Optimal solution: A assignment ݔ∗ is called the optimal solution (optimal assignment) problem Stage 1, if 
  ܴ ቀݖ൫ݔ∗, ܿ̃, ሚ݀, ෤݃൯ቁ ≤ ܴ ቀݖ൫ݔ, ܿ̃, ሚ݀, ෤݃൯ቁ 
 
  for any assignment	ݔ. 
 
 
 
 

III.  THE MOD ELS OF FCAPP 
 

     In this section, based on the knowledge introduced in Section 2, we will introduce the modeling method of 
the FCAPP. 
    Essential idea is to optimize the value of objective function Stage 2 subject to some constraints. Therefore, the 
FCAPP can be formulated as following model: 
 
Stage 2: 
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ەۖۖ
ۖۖۖ
۔ۖ
ۖۖۖ
ۓۖ 		min 					 ܴ ቌ෍෍ܿ̃௜௝ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ +෍ ሚ݀௦ ෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ
௞
௦ୀଵ +෍ ෤݃௜ ቌ1 −෍෍ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ 	ቍ௠

௜ୀଵ ቍ																																		(6)		
																																																								෍ݔ௜௝௠

௜ୀଵ = 1				, ݆ = 1,2, . . , ݊																																																																		(7)	
.ݏ						 ௜௝௡ݔ෍																																												ݐ

௝ୀଵ ≤ 1				, ݅ = 1,2, . . , ݉																																																																(8)	
																																																					෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ ≤ ܾ௦				, ݏ = 1,2, … , ௜௝ݔ																																																																								(9)																																																										݇ = ݅					1	ݎ݋	0 = 1,… ,݉,			݆ = 1,… , ݊																													(10)			

 

 
 
Eq. (6) describes the fuzzy ranking objective function of the addressed problem which is minimization of the 
cost assignment schedule the descriptions of constraints (7)–(10) are the same as constraints (2)–(5). 
 
 

A.  The crisp equivalent 
 
    If all the costs are characterized by triangular fuzzy variables or trapezoidal fuzzy variables, the Stage 2 can 
be converted to their crisp equivalents. We just take the trapezoidal fuzzy variables as the example to illustrate 
this idea. 
 
Lemma 1: Let ෤ܽ and ෨ܾ be two independent fuzzy variable. Then 
 ܴ[ ෤ܽ 	+	 ෨ܾ] 	= 	ܴ[ ෤ܽ] 	+ 	ܴ[ ෨ܾ] . 

 
Theorem 1: If all ܿ̃௜௝, ሚ݀௦ and ෤݃௜, are independent fuzzy variables, then Stage 2,  is equivalent to the following 
model, 
 
Stage 3: 

																

ەۖۖ
ۖۖۖ
۔ۖ
ۖۖۖ
min		ۓۖ 	෍෍ܴ൫ܿ̃௜௝൯ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ +෍ܴ൫ ሚ݀௦൯ ෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ
௞
௦ୀଵ +෍ܴ( ෤݃௜) ቌ1 −෍෍ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ 	ቍ௠

௜ୀଵ 			 																								(11)		
																																																										෍ݔ௜௝௠

௜ୀଵ = 1				, ݆ = 1,2, . . , ݊																																																																		(12)	
.ݏ						 ௜௝௡ݔ෍																																															ݐ

௝ୀଵ ≤ 1				, ݅ = 1,2, . . , ݉																																																															(13)	
																																																								෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ ≤ ܾ௦				, ݏ = 1,2, … , ௜௝ݔ																																																															(14)																																																									݇ = ݅					1	ݎ݋	0 = 1,… ,݉,			݆ = 1,… , ݊																																					(15)	

 

 
Proof. The proof is followed from Lemma 1, immediately. 
 
So, we have 
 
Stage 4: 
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ەۖۖ
۔ۖۖۖ
ۖۖۖ
ۓ min 						 ௜௝௠ݔ෍																																																																	(ݔ)ݖ

௜ୀଵ = 1				, ݆ = 1,2, . . , ݊						
.ݏ ௜௝௡ݔ෍											ݐ

௝ୀଵ ≤ 1				, ݅ = 1,2, . . , ݉									
																			෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ ≤ ܾ௦				, ݏ = 1,2, … , ௜௝ݔ	݇ = 																								1	ݎ݋	0
																																																				 

 
Where (ݔ)ݖ =෍෍ߙ௜௝ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ +෍ߚ௦ ෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ
௞
௦ୀଵ +෍ߛ௜ ቌ1 −෍෍ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ 	ቍ௠

௜ୀଵ  

 
 

ܴ൫ܿ̃௜௝൯ = ௜௝ߙ = ൫ܿ௜௝ଶ ൯ଶ − ൫ܿ௜௝ଵ ൯ଶ + ܿ௜௝ଵ ܿ௜௝ଷ + ܿ௜௝ଶ ܿ௜௝ସ + ൫ܿ௜௝ସ ൯ଶ3 − ൫ܿ௜௝ଷ ൯ଶ3ܿ௜௝ଷ + ܿ௜௝ସ + 2൫ܿ௜௝ଶ − ܿ௜௝ଵ ൯  

, 

�ܴ(෨݀ݏ) = ݏߚ = 2(2ݏ݀) − 2(1ݏ݀) + 3ݏ1݀ݏ݀ + 4ݏ2݀ݏ݀ + 23(4ݏ݀) − 3ݏ23݀(3ݏ݀) + 4ݏ݀ + 2ݏ݀)2 − (1ݏ݀  

 
and 

ܴ( ෤݃௜) = ௜ߛ = ൫݃௜ଶ൯ଶ − ൫݃௜ଵ൯ଶ + ݃௜ଵ݃௜ଷ + ݃௜ଶ݃௜ସ + ൫݃௜ସ൯ଶ3 − ൫݃௜ଷ൯ଶ3݃௜ଷ + ݃௜ସ + 2൫݃௜ଶ − ݃௜ଵ൯  

 
 
Proof. Due to the independent property of weights ܿ̃௜௝, ሚ݀௦ and �෩� and ���	ݔ௜௝ ≥ 	0, it is clear. 
 
    For general, the objective functions in Eqs. Stage 2 and 3, usually have many variable and the proposed 
models need a suitable method. In order to solve the model, we design a heuristic genetic algorithm in next 
section. 
 
 
 
 
 

IV. HEURISTIC GENETIC ALGORITHM 
 
 
    There are many algorithms for the assignment problem and its extending problems. The greedy genetic 
algorithm [1], the Branch-and-bound algorithm [13], genetic algorithm [12], the parallel depth first search 
branch and bound algorithm [7], the lagrangian relaxation algorithm [8], the extended concentric tabu search 
method [3] and the improved hybrid genetic algorithm [9] are proposed for solving the assignment problem. 
Furthermore, the labeling algorithm [5] is proposed for the fuzzy assignment problem and the randomized 
parallel algorithms [11] is given for solving the multidimensional assignment problem. 
In this section, a heuristic genetic algorithm is considered for solving the fuzzy multi-company workers 
assignment problem with penalty. 
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A. Representation  

 
 
     One important Stage for the genetic algorithm is representation. There are many ways to represent a solution 
of optimization problem. In this research, a chromosome is a set of integers value and the length of the 
chromosome can be exactly defined as the number 	݉ = | ଶܸ| which denotes the number of the workers. A 
chromosome is represented as an array �		ܲ	 = 	 ,ଵ݌} ,ଶ݌ . . . ,   is equal to the index of�� ௠}, where the value of݌
the job to which the worker � is receive. We take N to denote the population size. So the number of 
chromosomes is equal N.  
So, we have 
  

௜݌�� = ൜		݆ ∈ ଵܸ					if			the		job	݆		assigned	to	worker	݅													0										if		the	worker	݅	do	not	receive	any	job	  

 
 
B. Initialization process 

 
 

     The initialization process of this problem can be described as follows: For ݅ = 1 to m, randomly select 
worker ��ݓ௝  from interval [1,݉]. Assume that ��ݓ௝ ∈ ௌܹ, if  ݓ௝ ≠ …,ଵݓ  and the number of sth	௝ିଵݓ,
company’s workers received the jobs 1,2, … , ݆ − 1 are lesser than ��, in the chromosome	ܲ	�, then  job ݆� 
assign worker ��ݓ௝, for  �݆ = 1, . . . , ݊	� ,otherwise select another worker, until all jobs are assigned. We 
initialize chromosomes ଵܲ, ଶܲ, . . . , ேܲ�� by repeating following algorithm N times. 
     In Step 4, For convenience, assume that ௦ܰ௝[ܲ] denotes the number of sth company’s workers received the 
jobs 1,2, … , ݆�  in the chromosome �, (for control 3th constrain). After finish Initialization process, 
�� ௦ܰ[ܲ],	denotes the number of sth company’s workers received the jobs 1,2, … , ݊� ,in the chromosome  �.  
   
   
Step 1. For �	 = 	1 to N, repeat Step 2 to Step 7, N times. 
Step 2. Let ௜ܲ[݅ᇱ] = 0, ݅ᇱ = 1,… ,݉. 
Step 3. For ݆ = 	1 to ݊, repeat Step 4 to Step 7, ݊ times. 
Step 4. Randomly generate a positive integer ݓ௝ from the interval [1,݉]. 
Step 5. For ݏ = 	1 to ݇, repeat Step 6  , ݇ times. 
Step 6. If  ݓ௝ ∈  .then let  g =s  ݏ

Step 7. If  ݓ௝ ≠ …,ଵݓ ] and ௚ܰ௝ିଵ	௝ିଵݓ, ௜ܲ] < ௚ܾthen assign job ݆ to worker ݓ௝ : ௜ܲൣݓ௝൧ = ݆. Otherwise go to 
Step 4. 

 
Obviously, all the chromosomes generated by above algorithm are feasible. 
 
C.  Crossover operation 

 
          Let ௖ܲ௥௢௦௦ ∈ (0,1) be the crossover probability. In order to determine the parents for crossover operation, 
we repeat the following process from ݅	 = 	1 to N: randomly generating a real number ݎ from the interval (0,1), 
the chromosome ௜ܲ is selected as a parent if ݎ	 < 	 ௖ܲ௥௢௦௦. Let chromosomes ( ଵܲᇱ, ଶܲᇱ) is selected from the 
chromosomes ଵܲ, ଶܲ, . . . , ேܲ for the crossover process.  
    For ݅ = 1 to m, randomly select worker ݓ௜ from interval [1,݉]. Let ݓ௜ is even and assume that ݓ௜ ∈ ௌܹ, if  ݓ௜ ≠ …,ଵݓ , and number of sth company’s workers received the jobs ݆ଵ	௜ିଵݓ, ݆ଶ, … , ݆௜ିଵ are lesser than ܾ௦, in the 
chromosome	 ଵܲᇱᇱ, then ଵܲᇱᇱ[ݓ௜] = ଵܲᇱ[݅] = ݆௜, otherwise let ݅ = ݅ + 1  until worker ݓ௜ received the job. If there 
isn’t any job in chromosome	 ଵܲᇱᇱ then used of the chromosome	 ଶܲᇱᇱ. If the worker ݓ௠do not receive any job then 
select job ݆ from between jobs don’t assigned, Furthermore, consider all constrain problem then let ଵܲᇱᇱ[ݓ௠] = ݆, 
But, if  ݓ௜ is odd, similarly repeat the upper method, ଵܲᇱᇱ[ݓ௜] = ଶܲᇱ[݅] = ݆௜. 
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For example, let ݉ = 15	, ݊ = 10 and we have five company,	 ଵܹ, … , ହܹ,	| ଵܹ| = 5, | ଶܹ| = 3	, | ଷܹ| = 2,| ସܹ| = 1, | ହܹ| = 4 and ܾଵ = 4, ܾଶ = 2, ܾଷ = 2, 	ܾସ = 1, ܾହ = 3. 
In Fig. 1, for ݅ = 1 the worker 9 is selected and the number 9 is odd, so we have: 
 
If	݅ = 1		then		ݓଵ = 9 ⟹ ଵܲᇱᇱ[9] = ଵܲᇱ[1] = 1 
If 	݅ = 2	then		ݓଶ = 2 ⟹ ଵܲᇱᇱ[2] = ଶܲᇱ[1] = 8 
 
 ଵܲᇱ = {1,6,4,0,5,9,0,0,8,2,7,3,0,0,10} 

ଶܲᇱ = {8,3,0,0,4,0,9,7,10,0,5,1,2,0,6} 
Crossover 

 
 
 
 ଵܲᇱᇱ = {2,8,0,9,5,0,7,10,1,3,0,0,4,0,6} 

ଶܲᇱᇱ = {7,0,8,9,3,6,0,5,10,1,0,4,0,0,2} 
Fig. 1. The crossover operation. 

This operation can be summarized as the following algorithm: 
 
 
 Crossover algorithm 
 
Step 1. Let ܬଵ = 1 and ܬଵ = 1, ℎ = 1. 
Step 2. Let ℎ = 1, repeat step 3 to step 11 until ℎ = ݉  
Step 3. Randomly select worker ݓ௜	 from the interval [1,݉]. If ݓ௜ ≠ …,ଵݓ   go to Step 6, otherwise go to	௜ିଵݓ,

Step 3.  
Step 4. If 	ܬଵ > ݉ and ܬଶ > ݉ then go to 11 
Step 5. If 	ܬଵ > ݉ then go to 7. If  ܬଶ > ݉ then go to 6. 
Step 6.  If ݓ௜ is odd then, Let  ଵܲᇱ[ܬଵ] = ݆௜	 and let  ܬଵ = ଵܬ + 1. Otherwise go to 7. 
Step 7.. Let  ଶܲᇱ[ܬଶ] = ݆௜	 and let  ܬଶ = ଶܬ + 1.  
Step 8. For ݏ = 	1 to  ݇, repeat Step 8 , ݇ times. 
Step 9. If  ݓ௜ ∈  .then let  g=s  ݏ
Step 10. If ݆௜ ≠ ݆ଵ, … , ݆௜ିଵ	 and  ௚ܰ௝೔షభ[ ଵܲᇱᇱ] < ௚ܾthen ଵܲᇱᇱ[ݓ௜] = ݆௜ and let ℎ = ℎ + 1 and go to Step 2. otherwise 

go to Step 4. 
Step11. Select ݆ and let ݆௜ = ݆ go to Step 10. 
 
 
D. Mutation operation  

 
      Let ௠ܲ௨௧ ∈ (0,1) be the mutation probability. We use the following operator to select the chromosome to be 
mutated: for ݅	 = 	1 to N, randomly generate a real number ݎ from interval (0,1); if  ݎ ≤ ௠ܲ௨௧, then the 
chromosome ௜ܲ is selected to be mutated. 
     Let ܲ is selected from the chromosomes ଵܲ, ଶܲ, . . . , ேܲ for the mutation process. The base The base ideas of 
the crossover are illustrated by the Fig. 2. The base operations are described as follows: Randomly select two 
workers ݓଵ, ,ଵݓ ଶ, assume that the workersݓ ,ଶ are received to the jobs ݆ଵݓ 	݆ଶ  in the chromosome ܲ, so ܲ[ݓଵ] = ݆ଵ	, [ଶݓ]ܲ = ݆ଶ, then exchange the jobs ݆ଵ and ݆ଶ. If ܲ[ݓଵ] ≠ [ଶݓ]ܲ ≠ 0, then exchange the jobs ݆ଵ and ݆ଶ , if  ܺ[ݓଵ] = [ଶݓ]ܲ = 0, then Randomly select another  two workers. But if  ܲ[ݓଵ] = 0 or ܲ[ݓଶ] = 0, for 
example ܲ[ݓଵ] = 0, ଵݓ	 ∈ ௦ܹ	, if ௦ܰ[ܲ] < ܾ௦  then exchange the jobs ݆ଵ and ݆ଶ, otherwise Randomly select 

N. Shahsavari Pour et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 9 September 2011 3156



another  two workers, until that exchange the jobs ݆ଵand ݆ଶ. In Fig. 2, the workers 2 and 7 are selected. 
Following is the mutation operator. 
 
 ܲ = {2,3,0,0,6,0,9,7,10,0,5,1,8,0,4} 

mutation 

 
                                            
 
 ܲ = {2,9,0,0,6,0,3,7,10,0,5,1,8,0,4} 

Fig. 2. The mutation operation. 

 
 
 Mutation algorithm: 
 
Step 1. For	݅	 = 	1	to N, repeat Steps 2–8 N times. 
Step 2. randomly generate a real number ݎ from interval (0,1); if ݎ ≤ ௠ܲ, then go to Step 3. Otherwise, go to 

Step 1. 
Step 3. Randomly select two workers ݓଵ	, [ଵݓ]ܲ ଶ from the interval [1,݉]. Ifݓ = ݆ଵ = 0 and ܲ[ݓଶ] = ݆ଶ = 0 

then go to Step 3, If  ܲ[ݓଵ] ≠ [ଶݓ]ܲ ≠ 0 then go to Step 8. Otherwise go to Step 4. 
Step 4. If  ܲ[ݓଵ] = 0	then let	ݓ = ݓ ,otherwise let	ଵݓ =    .ଶ and go to Step 5ݓ
Step 5. For ݏ = 	1 to  ݇, repeat Step 6 , ݇ times. 
Step 6. If  ݓ ∈  .then let  g=s  ݏ
Step 7. If  ௚ܰ	 [ ௜ܲ] < ௚ܾthen go to Step 8, otherwise go to Step 3. 
Step 8. Exchange the jobs ݆ଵ and ݆ଶ which the job Jp is assigned in the chromosome ܲ, respectively, by the 

operation ݆ = ,[ଵݓ]ܲ	 [ଵݓ]ܲ = ,[ଶݓ]ܲ [ଶݓ]ܲ = ݆. 
 
 
E. Selection process 

 
     For selection process, we determine the fitness function ݖ௜′  to evaluate the ith chromosome	݅	 = 	1,2, . . .,	N. 
Suppose that ݖ௜ denote the value of the objective function in the Stage 2. Therefore we have: 
)ܧ  ௜ܲ) = ௜ݖ ′∑ ௞′ே௞ୀଵݖ × 100																								, ௜݌ = ෍ܧ( ௜ܲ)௜

௞ୀଵ  

Where 

௜݂′ = ∑ ܴ ቀݖ௜൫ݔ, ܿ̃, ሚ݀, ෤݃൯ቁே௜ୀଵܴቀݖ௜൫ݔ, ܿ̃, ሚ݀, ෤݃൯ቁ ,										 
,ݔ௜൫ݖ	 ܿ̃, ሚ݀, ෤݃൯ =෍෍ܿ̃௜௝ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ +෍ ሚ݀௦ ෍෍ݔ௜௝௡

௝ୀଵ
	

௜∈௪ೞ
௞
௦ୀଵ +෍ ෤݃௜ ቌ1 −෍෍ݔ௜௝௡

௝ୀଵ
௠
௜ୀଵ 	ቍ௠

௜ୀଵ  

 
Then we use the spanning roulette wheel to prefer the chromosomes: randomly generate a number ݌	 ∈	(0, 100); 	if		݌	 ∈ 	 ,௜ିଵ݌]  .௜), then the chromosome ௜ܲ is selected. Following is the algorithm݌
This process can be described as the following algorithm: 
 
 
 Selection algorithm: 
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Step 1. Let ݇	 = 	1, repeat Step 2 until ݇	 = 	ܰ 
Step 2. Randomly generate a number ݌ ∈ 	 (0, 100); if		݌	 ∈ ,௜ିଵ݌] ݇ ௜), then chromosome ௜ܲ is selected and let݌ = 	݇	 + 	1. 
 
 
 Genetic algorithm: 
 
Step 1. Randomly initialize ܰ chromosomes. 
Step 1. Let ݇	 = 	1, repeat Step 2 to Step 7 until ݇	 = 	ܶ (until a given number times (T)). 
Step 2. Calculate the fitness of each chromosome according to the objective values. 
Step 3. Select the chromosomes by spanning the roulette wheel. 
Step 4. Perform crossover process and mutation process on the chromosomes. 
Step 5. If  ݇	 = 	ܶ report the best chromosome as the optimal solution. 
Step 6. Arrange the chromosomes in decreasing order of processing times to form a sequencing priority list.  
Step 7. Select 50% from the best chromosome and another 50% Randomly select from the remain chromosomes 

and let ݇ = 	݇	 + 	1. 
 
 
 
 
 
 

V.   THE NUMERICAL EXAMPL 
 

 
    In this section, the efficiency of the proposed heuristic algorithm is showed by solving an example. In the 
example, let ݊ = 10	,݉ = 15 and the problem’s data, costs are given in the Table 1, Table 2 and Table 2. 
 
    Obviously, the difference between the Stage 2, 3 and 4 is just the objective function. Therefore, we just take 
the stage 2, as an example to solve the numerical example.  
 
 
 
 
 
i / j 1 2 3 4 5 6 7 8 9 10 

1 10,15,11,3 20,22,6,14 30,60,1,2 40,54,6,3 15,18,12,5 20,38,2,6 40,44,9,3 5,5,10,9 10,11,8,4 12,15,10,7 

2 50,60,5,2 55,59,16,1 50,61,2,9 35,39,9,9 47,55,6,6 1,14,7,4 34,39,9,6 10,18,8,8 17,24,7,9 11,14,9,8 

3 30,38,3,2 21,30,9,9 12,18,5,3 21,30,1,4 30,44,8,5 45,48,2,2 55,59,3,3 12,15,4,4 26,34,5,9 13,38,2,2 

4 40,44,2,4 61,68,1,2 32,55,10,3 33,25,3,5 23,39,9,2 12,15,11,5 11,18,4,3 23,31,3,6 22,24,9,5 23,38,7,6 

5 22,40,8,9 34,39,8,3 56,61,3,1 28,28,6,10 11,22,5,5 31,38,2,12 22,25,8,3 23,28,8,3 47,55,3,8 12,30,9,6 

6 33,44,10,4 45,58,10,2 34,34,6,11 18,28,11,3 44,59,2,12 51,65,4,4 32,48,3,3 90,93,1,15 19,31,9,8 41,55,8,7 

7 24,28,10,9 42,50,3,3 21,43,2,1 4,22,12,2 50,58,4,2 52,52,10,8 40,46,7,5 15,20,5,4 32,38,8,3 32,34,6,6 

8 

94,100,8,1

1 10,15,2,8 12,14,10,10 2,18,15,6 19,31,2,4 64,66,4,5 10,23,4,6 44,51,13,3 42,43,6,8 31,32,3,4 

9 34,40,8,2 5,14,10,4 42,48,2,4 14,35,3,6 2,31,7,5 12,18,7,10 10,20,5,10 15,18,4,2 17,20,1,10 1,28,4,2 
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10 10,50,13,3 12,43,6,5 22,50,3,6 55,55,14,5 50,52,10,4 35,46,2,4 20,47,3,7 21,21,10,8 34,34,7,3 10,20,5,4 

11 15,17,3,5 11,14,4,6 18,30,2,3 21,31,3,8 12,70,5,4 23,23,6,2 30,51,3,4 20,43,4,4 1,10,8,2 20,21,7,3 

12 1,1,13,4 30,40,3,7 2,15,6,8 29,30,5,8 22,40,8,6 2,22,3,7 12,32,4,5 2,12,3,2 40,50,7,3 31,55,7,7 

13 42,50,5,8 20,35,3,4 31,47,4,2 12,45,2,2 21,34,8,12 3,10,2,4 5,17,8,8 4,34,3,7 23,30,8,5 12,21,10,8 

14 1,12,6,6 5,5,12,9 21,30,7,2 32,455,10 44,55,5,8 5,12,3,8 10,28,4,4 12,31,2,4 50,54,3,10 55,61,12,6 

           

15 50,72,1,3 35,39,2,8 47,72,12,5 21,29,3,3 12,24,14,2 14,30,5,5 17,29,2,3 1,9,1,4 30,38,2,5 21,21,10,15 

 

Table 1.  The direct costs of the numerical example, ܿ̃௜௝ 
 

 

 

 

 

 

 

 

 

 

 

 

           Table 2.The company costs, ሚ݀௦, ms, bs                                             

                                                                                                      Table 3.  The penalty of the numerical example,	 ෤݃௜  
. 

(worker,  job) 

    (12,1)    (9,2)     (8,3)    (7,4)    (15,5)    (2,6)     (13,7)     (1,8)      (11,9)       (10,10)   
 

Table 4.The optimal assignment 
 

     Let the crossover probability is ݌௖௥௢௦௦ 	= 	0.8 and the mutation probability is  ݌௠௨௧ = 	0.5. All the evolution 
parameters are obtained by the statistic and analyze of the experiment results of a numerical example with 15 
workers and 10 jobs. 

i ࢍ෥࢏ 
1 4, 9, 5, 2 

2 9, 12, 3, 3 

3 2, 5, 2, 3 

4 5, 7, 1, 1 

5 5, 8, 2, 2 

6 4, 6, 3, 3 

7 7, 9, 1, 3 

8 2, 9, 4, 2 

9 5, 8, 2, 3 

10 8, 10, 2, 4 

11 5, 6, 2, 3 

12 5,7, 3, 2 

13 6, 8, 4, 1 

14 4, 9, 5, 2 

15 10, 12, 1, 3 

s mS bS ࢊ෩࢙ 
1 5 4 4, 6, 1, 2 

2 3 2 3, 7, 2, 3 

3 2 2 5, 8, 4, 2 

4 1 1 6,7, 4, 2 

5 4 3 5, 6, 2, 3 
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     The optimal value of the objective function is equal to 167.82. It is well known that the efficiency of the 
genetic algorithm can be mainly characterized by the evolution process and the absolute errors or the relative 
errors. For the given example, the first we consider 200 generations, with the given evolution parameters ݌௖௥௢௦௦ 	= 	0.8  and ݌௠௨௧ = 	0.5 then the optimal solution obtain at the 600th generation. If we consider 500 
generations then the optimal solution obtain the 400th generation. 
 
 

VI. CONCLUSIONS 
 
    In this paper, one important assignment problem is studied. There have been many algorithms for the 
assignment problem and its extending problems [1, 8, 10, 11, 12]. For solving the given problem FCAPP, we 
introduced a heuristic genetic algorithm. And using this algorithm the optimal solution (optimal assignment) the 
proposed problem is obtained. 
     By considering the number of jobs, workers and type assignment each job to each worker, this problem can 
be extended to the assignment problem which for solving it should be used a different genetic algorithm or 
another algorithm. 
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