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Abstract— In this paper, we proposed the fuzzy multi-job and multi-company workers assignment
problem with penalty. Our purpose is obtaining the optimal solution the assignment problem, where n
jobs are assigned to m workers (m>n), each job must be assigned to one and only one worker and each
worker could be received one job or do not receive any job. Furthermore, there are k company where
each worker belong a special company. For finding the optimal assignment, we must optimize total cost
this problem assignment. This problem has three types of costs, direct cost company cost and penalty. In
this paper, first the proposed assignment problem is formulated to the crisp model by using a suitable
fuzzy ranking and fuzzy arithmetic operators. Finally, a heuristic genetic algorithm is designed for
solving the proposed problem and an exampleis given to verify the efficiency of the algorithm.
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l. INTRODUCTION

One important problem in the industrial and service systems is assignment problem. So, optimization the
total cost of the assignment problem, where n jobs are assigned to m workers is an important purpose in the
industrial.

Furthermore, for each assignment problem (AP) there are various extensions. In this research the assignment
problem extended to the fuzzy multi-job and multi-company workers assignment problem with penalty. In the
proposed assignment problem there are n jobs and mworkers, m > n and each job must be assigned to one and
only one worker, but each worker could be received one job or do not receive any job. Furthermore, there are k
various company where each worker could be selected from the sth company (s = 1,2,.., k). Another extension
of assignment problem is the AP with penalty (APP) where each job or worker are associated with a cost when
the job is not assigned to any worker or the worker do not receive any job. Such a cost is called as the penalty
with respect to the job or the worker (In The paper for the workers). The proposed problem has three types of
costs, direct cost, company cost and penalty. The direct cost (¢;;) is related to the assigning the job j to the
worker i. The company cost (d,) isrelated to the selecting a worker from the sth company and the penalty (g;)
to each worker. This proposed problem called FCAPP.

In the real word possible all of the assignment problem costs aren’t crisp. In this problem (FCAPP), some
costs of problem are characterized by uncertain information such as fuzzy variables[2,5].

In this researcher, first the fuzzy multi-job and multi-company workers assignment problem is formulated to
the crisp model then using the fuzzy ranking and Zadeh's extension principle. Furthermore, the crisp equivaents
costs are characterized by trapezoidal fuzzy numbers finally, we designed a heuristic genetic algorithm for
obtaining the proposed fuzzy programming.

This paper is organized as follows. Firstly, the concepts of the fuzzy multi-job and multi-company workers
assignment problem and the minimum costs are introduced and then the mathematical model of the proposed
problem is formulated in Section 2, the proposed problem is formulated to the crisp model in Section 3. We
designed a heuristic genetic algorithm for solving the proposed programming models in Section 4, and given an
example to show the result of the heuristic algorithm in Section 5. Finally, the remarking conclusion is given in
Section 6.

I[I.  PRELIMINARIES
A.  Fuzzy arithmetic operators and ranking

The fuzzy set theory was initialized by Zadeh [15]. We give some basic concepts and results of fuzzy
numbers, fuzzy arithmetic and ranking of fuzzy numbers which are needed in the rest of the paper (taken from
[6]). A fuzzy set is defined as a subset @ of universal set X € R by its membership function p;(.), which
assignsto each element, X € R, area number u;(.) intheinterval [0, 1].

Trapezoidal fuzzy number: A fuzzy number @ = (ay, a,, a, ) is said to be a trapezoidal fuzzy number, if its
membership function is given by function:

x—(a,—«a
@D g —asxsa,

if a,<x<a,

a

pa(x) = _
L% ifa,<x<a,+ f
0 o.w
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Now, we define arithmetic on trapezoidal fuzzy numbers. Let @ = (ay,a,, @, ) and b = (by, by, a', ") betwo
trapezoidal fuzzy numbers. Define

x>0, x €ER; xad= (xa;xa, xa,xB)
x <0, x €R; xd= (xai,xa, —xa,—xf)

d‘l’B: (a1+b1,a2+b2,a+ay,ﬁ+ﬁ,)

One convenient approach for solving fuzzy linear programming problems is based on the concept of comparison
of fuzzy numbers by use of ranking functions (see [6]). An effective approach for ordering the elements of F(R)
is to define a ranking function R: F(R) — R which maps each fuzzy number into the real line, where a natural
order exists. We define orders on F(R) by:

@z b ifandonlyif R(&) = R(b)
d@>b ifandonlyif R(&) > R(b)
d@=~Db ifandonlyif R(&) = R(b)

Where @ and b in F(R). Also we write @ = b if and only if @ = b. We restrict our attention to linear ranking
functions, that is, aranking function R such that

R(kd +b) = kR(@) + R(b),
for any @ and b belonging to F(R) and any k € R.

Let a be a fuzzy variable with membership function p;(x). Since puz(x) is the degree to which x is
compatible with ug, it is proportional to some probability density function f(x). For example, us(x)is
proportional to the number of experts who believe in x is good, so that the more experts who believe in x, the
greater the chance that is actually good [10].

Letting

_ Ha (x)
1O =)

We can choose x* to minimize the average deviation (x — x*)?f (x) dx . Differentiation with respect to x*
yields

o Jy xma() dx
[ Ha () dx

Which is caled centroid value.
So, Letting

R(@)=x*
Which reduce to

a
(az)z - (a1)2 +aa; + fa, + 373

R@ = a+p+2(a,—a;)

whered = (a4, a,,a,8) .
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B. theassignment problem FCAPP

Clearly, the assignment problem is equivalent to find a maximum matching of a complete bipartite graph,
such that the weight of the matching is minimum, so we introduce some base concepts with respect to graph.
Throughout this paper, all the graphs are directed and simple complete bipartite graph which is usually denoted
asG = (V,,V,), where the vertices set IV of therelated graph isdefinedasV = V; U V, andthe edges set E is
defined as E = {(w,v)|u € V;,v € V,}. In order to describe the problems conveniently, we denote V =
{vi,va..., v E = {eg,ey...,e5} Let n = |V;| be the cardinality of vertices set and m = |V;| that of
edges set. Sometimes, we denote E(G) and V(G) the edges set and the vertices set of graph G for convenient,
respectively.

Assume that the set V; = {1,2,...,n} isrelated to n jobs and V, = {1,2,...,m} to m workers in a
complete bipartite weighted graph. The FCAPP degenerate to the FCAP when m = n, sowe assumethatn < m
in this paper (for the case of n > m, we just need to modify the mutation operator of genetic algorithm). Let I/,
be a subset of V, is related to the sth company's workers,. Letm; = |W;|for s = 1,2,...,k. So Y¥_,m, =
m, U¥_, W, = V,, means m workers are members k various company. Furthermore, s-company can assign
extreme number b, of workers for assignment problem (FCAPP). (by < m Vs =1,..k, XX_ by =>n.

For convenience, assume that the sets W; = {1,2,...,sum;}, W, = {sum; +1, ...,sum,}, ..., W, =
{sumy_, +1,...,sum;} are related to company’s workers first, second,..., sth, respectively,( sumg =

i=img) .
Let ¢;j, be the direct cost related to the assigning the job j to the worker i,( of the edge (i, j)) fori € Vy,j € V,
and d,, be the company cost related to each worker is generated from the sth company s = 1,2, ...,k and
gii = 1,2,...,m, the penalties of vertex i.

Define decision variable x;;.

oo = {1 if job jis assigned to worker i
Yo o0.w

For convenience, any assignment can also be denoted by such avector x and, & d, and § are the vectors consist
of the costs ¢;;, d, and g;, respectively. Therefore, the cost function of assignment x can be introduce as

m n k n
Z(x,f,d,g)=225ijx”+ dSZZXU+
i =1

m n

m
Ji 1—229@;’
- .

i=1 j=1 N

iEwg j=1 i=

i=1 j=1
Therefore, the proposed assignment problem has the following form

Stage 1.
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m n k n m m n
ZZ l}xl]+zd5 Z’Q]"'ZQL 1_szij (1)
i=1 j= s=1 iEwg j=1 i=1 i=1j=1
m
xij=1 ,j=1,2,..,n (2)
i=1
{ n
S.t injSI ,i=1,2,..,m (3)
j=1
n
ZZXUSI’)S ,S:1,2,...,k (4)
ieEwg j=1
xj=00r1l i=1,..,m, j=1,..,n 5)

From now on, we assume that all the costs ¢;;, d, and g; are fuzzy variables. the objective is found in Eq.
(2). The objective is to minimize the cost assignment schedule where n jobs are alocated to m workers.
Constraints (2) ensure that each job must be assigned just one worker. Constraints (3) restrict the number of
workers assignment problem for each job. Constraints (4) restrict the number of workers assignment problem in
each company. Moreover, Constraint (5) set up the binary restrictions for x;;.

It is clear that the value objective function is also a fuzzy variable when the vectors & d and § are fuzzy
vectors. In order to rank z(x, & d, §), different ideas are employed in different situations. If we wants to obtain a
assignment with minimum value of cost function z(x, éd, g), then the following concept is considered.

Optimal solution: A assignment x* is called the optimal solution (optimal assignment) problem Stage 1, if

R (e(e22.0) 2 (x(0c.2.9)

for any assignment x.

. THE MOD ELS OF FCAPP
In this section, based on the knowledge introduced in Section 2, we will introduce the modeling method of
the FCAPP.
Essential ideais to optimize the value of objective function Stage 2 subject to some constraints. Therefore, the
FCAPP can be formulated as following model:

Stage 2:
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m n n m m n
min R Zzgijxij-i_zdszsz-'-zgl szij (6)
i=1 j=1 s=1 iEwg j=1 i=1 i=1j=1
m
injzl ,j=1,2,..,n (7)
i=1
n
s.t injgl ,i=1,2,..,m (8)
j=1
n
EZxUSbS s=12, .,k ©)
ieEwg j=1
xj=00r1l i=1,..,m, j=1..,n (10)

Eq. (6) describes the fuzzy ranking objective function of the addressed problem which is minimization of the
cost assignment schedule the descriptions of constraints (7)—(10) are the same as constraints (2)—(5).

A. Thecrisp equivalent

If all the costs are characterized by triangular fuzzy variables or trapezoidal fuzzy variables, the Stage 2 can
be converted to their crisp equivalents. We just take the trapezoidal fuzzy variables as the example to illustrate
thisidea
Lemma 1: Let @ and b be two independent fuzzy variable. Then

R[@ + b] = R[a] + R[D].

Theorem 1: If al &;, d; and g;, are independent fuzzy variables, then Stage 2, is equivalent to the following
model,

Stage 3:
m m n
min ZZR(CU)xU+ZR(d )sz”-l_zR(gl ZZXU (11)
i=1j=1 iews j= i=1 j=1
m
inj=1 Jj=12,..n (12)
i=1
< n
s.t injs1 i=12,..,m (13)
j=1
n
ZZXUSI’)S ,S=1,2,...,k (14)
ieEwg j=1
xj=00r1l i=1.,m j=1,.,n (15)

Proof. The proof isfollowed from Lemma 1, immediately.
So, we have

Stage 4:

ISSN : 0975-3397 Vol. 3 No. 9 September 2011 3153



N. Shahsavari Pour et a. / International Journal on Computer Science and Engineering (IJCSE)

min

n
s.t injs:l ,i=1,2,..,m

iEwg j=1
x;;=0o0r1
\
Where
m n k n m m n
Z(x) =Zzauxu +Zﬂs Z inj-l-zyl 1_szu
i=1j=1 s=1 iEws j=1 i=1 i=1j=1
42 32
2 2 (c) (c)
) (c2)" = (chy)" +cljed + chet + % - %
R(ey) = @y = e+t +2(ck —cl)
ij T Cij ij — Cij
432 332
(@) — (@) + dld? + d2at + G (&)
OR(d,) = B, = 3., 14 7 _ 1 3 3
s d; +ds +2(d; — dy)
and

(6 ()

(92) = (91)° + gtg? + g2t + -9 -0
gi + gt +2(g? - 9i)

R@)=vi=

Proof. Due to the independent property of weights ¢;;, dg and 0 and O x;j = 0,itisclear.

For general, the objective functions in Eqgs. Stage 2 and 3, usually have many variable and the proposed
models need a suitable method. In order to solve the model, we design a heuristic genetic algorithm in next
section.

V. HEURISTIC GENETIC ALGORITHM

There are many algorithms for the assignment problem and its extending problems. The greedy genetic
algorithm [1], the Branch-and-bound algorithm [13], genetic algorithm [12], the parallel depth first search
branch and bound algorithm [7], the lagrangian relaxation agorithm [8], the extended concentric tabu search
method [3] and the improved hybrid genetic algorithm [9] are proposed for solving the assignment problem.
Furthermore, the labeling algorithm [5] is proposed for the fuzzy assignment problem and the randomized
parallel algorithms[11] is given for solving the multidimensional assignment problem.

In this section, a heuristic genetic algorithm is considered for solving the fuzzy multi-company workers
assignment problem with penalty.
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A. Representation

One important Stage for the genetic algorithm is representation. There are many ways to represent a solution
of optimization problem. In this research, a chromosome is a set of integers value and the length of the
chromosome can be exactly defined as the number m = |V,| which denotes the number of the workers. A
chromosome is represented asan array 0 P = {p;,p2,---, Pm}, Where the value of [ is equal to the index of
the job to which the worker O is receive. We take N to denote the population size. So the number of
chromosomesis equal N.

So, we have

0 _ { j eV, if the jobj assigned to worker i
opPi = 0 if the worker i do not receive any job

B. Initialization process

The initialization process of this problem can be described as follows: For i = 1 to m, randomly select
worker Opw;  from interval [1,m]. Assume that Opw; € Ws, if w; # wy, ...,w;_; and the number of sth
company’s workers received the jobs 1,2, ...,j — 1 are lesser than [0, in the chromosome P [, then job jO
assign worker Opwy, for 0Oj =1,...,n 0 ,otherwise select another worker, until al jobs are assigned. We
initialize chromosomes Py, P,, ..., Py by repeating following algorithm N times.

In Step 4, For convenience, assume that st [P] denotes the number of sth company’s workers received the
jobs 1,2,...,j0 in the chromosome 0, (for control 3th constrain). After finish Initialization process,
OgNg[P], denotes the number of sth company’ s workers received thejobs 1,2, ..., n[0 ,in the chromosome .

Step 1. For 0 = 1toN, repeat Step 2 to Step 7, N times.

Step 2. Let P[i'] =0, i' =1,..,m.

Step 3. For j = 1ton, repeat Step 4to Step 7, n times.

Step 4. Randomly generate a positive integer w; from the interval [1, m].
Step 5. For s = 1tok, repeat Step 6 , k times.

Step 6. If w; € s thenlet g=s.

Step 7. If w; # wy, .., w;_; and N;'l[PL-] < bythen assign job j to worker w; : P;w;] = j. Otherwise go to
Step 4.

Obvioudly, all the chromosomes generated by above algorithm are feasible.
C. Crossover operation

Let P.,.,ss € (0,1) be the crossover probability. In order to determine the parents for crossover operation,
we repeat the following processfromi = 1 to N: randomly generating areal number r from the interval (0,1),
the chromosome P; is sélected as a parent if r < P..,s. Let chromosomes (P, P,) is selected from the
chromosomes P, P,, ..., Py for the crossover process.

For i = 1 to m, randomly select worker w; from interval [1,m]. Let w; is even and assume that w; € W, if
w; # Wy, ..., w;_; and number of sth company’sworkers received the jobs j,, j,, ..., ji_1 arelesser than b, in the
chromosome P;’, then P{'[w;] = P;[i] = j;, otherwise let i = i + 1 until worker w; received the job. If there
isn't any job in chromosome P;’ then used of the chromosome P,’. If the worker w,,,do not receive any job then
select job j from between jobs don’t assigned, Furthermore, consider all constrain problem then let P}’ [w,,,] = J,
But, if w; isodd, similarly repeat the upper method, P’ [w;] = P, [i] = j;.
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For example, let m =15,n =10 and we have five company, Wy, ..., Ws, [W,| =5, |W,| =3,|W;| = 2,
|W4| =1, |W5| =4andb1=4, b2=2, b3 =2, b4_=1, b5 =3
InFig. 1, for i = 1 theworker 9 is selected and the number 9 is odd, so we have:

Ifi =1 then w; =9 = P/'[9] = P{[1] =1
If i=2thenw, =2= P/'[2] =P,;[1] =8

P ={1,6,4,0,5,9,0,0,8,2,7,3,0,0,10}
P, ={8,3,0,0,4,0,9,7,10,0,5,1,2,0,6}
Crossover

P/’ = {2,8,0,9,5,0,7,10,1,3,0,0,4,0,6}
P} = {7,0,8,9,3,6,0,510,1,0,4,0,0,2}

Fig. 1. The crossover operation.

This operation can be summarized as the following algorithm:

» Crossover algorithm

Stepl.Let); =1andj; =1, h = 1.

Step2.Let h = 1, repeat step 3tostep 11 until h = m

Step 3. Randomly select worker w; from the interval [1, m]. If w; # wy, ..., w;_; Qo to Step 6, otherwise go to
Step 3.

Step 4. If J;, >mand ], > mthengoto 11

Step 5. If J; > mthengoto7.1f J, > mthengoto6.

Step 6. If w; isodd then, Let P{[J;] =j; andlet J, =], + 1. Otherwisegoto 7.

Step7..Let Py[J,] =j; andlet J, =], + 1.

Step 8. For s = 1to k, repeat Step 8, k times.

Step 9. If w; € s thenlet g=s.

Step 10. If j; # jq, ..., ji—4 and N;i‘l[Pl”] < bythen P{'[w;] = j; and let h = h + 1 and go to Step 2. otherwise

go to Step 4.
Stepll. Select j and let j; = j go to Step 10.

D. Mutation operation

Let P, € (0,1) be the mutation probability. We use the following operator to select the chromosome to be
mutated: for i = 1 to N, randomly generate a real number r from interval (0,1); if r < P, then the
chromosome P; is selected to be mutated.

Let P is selected from the chromosomes P, P,, ..., Py for the mutation process. The base The base ideas of
the crossover are illustrated by the Fig. 2. The base operations are described as follows: Randomly select two
workers w;, w,, assume that the workers w;, w, are received to the jobs j,, j, in the chromosome P, so
Plw;] = j; , P[w,] = j,, then exchange the jobs j; and j,. If P[w,] # P[w,] # 0, then exchange the jobs j; and
Jjo , if X[w,] = P[w,] = 0, then Randomly select another two workers. But if P[w;] = 0 or P[w,] = 0, for
example P[w,] =0, w, € W, , if Ng[P] < bg then exchange the jobs j; and j,, otherwise Randomly select
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another two workers, until that exchange the jobs j;and j,. In Fig. 2, the workers 2 and 7 are selected.
Following is the mutation operator.

P ={2,3,0,0,6,0,9,7,10,0,5,1,8,0,4}
mutation

P ={29,0,0,6,0,3,7,10,0,5,1,8,0,4}
Fig. 2. The mutation operation.

» Mutation algorithm:

Step 1. Fori = 1toN, repeat Steps 28 N times.

Step 2. randomly generate a real number r from interval (0,1); if r < B, then go to Step 3. Otherwise, go to
Step 1.

Step 3. Randomly select two workers wy , w, from the interval [1,m]. If P[w;] =j; =0 and P[w,] =j, =0
thengoto Step 3, If P[w;] # P[w,] # 0 then go to Step 8. Otherwise go to Step 4.

Step 4. If P[w;] = 0thenletw = w, ,otherwiselet w = w, and go to Step 5.

Step 5. Fors = 1to k, repeat Step 6, k times.

Step 6. If w € s thenlet g=s.

Step 7. 1f N4[P;] < bgthen go to Step 8, otherwise go to Step 3.

Step 8. Exchange the jobs j; and j, which the job Jp is assigned in the chromosome P, respectively, by the
operation j = P[wy], P[wy] = P[w,], P[w,] = j.

E. Selection process

For selection process, we determine the fitness function z; to evaluate the ith chromosomei = 1,2,...,N.
Suppose that z; denote the value of the objective function in the Stage 2. Therefore we have:

' i

Z.

E(P) = o= x 100 pi= ) E(P)
k=17Zk —

Where

m n k n m mon
ZI(X,E,d;g)ZZquxU‘Fst le]-i_zgl 1_szl]
i=1 j=1 s=1  i€ws j=1 i=1 i=1j=1

Then we use the spanning roulette wheel to prefer the chromosomes: randomly generate a number p €
(0,100); if p € [p;_1,pi), then the chromosome P; is selected. Following is the algorithm.
This process can be described as the following algorithm:

» Selection algorithm:
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Stepl.Letk = 1, repeat Step2untilk = N
Step 2. Randomly generate a number p € (0,100); if p € [p;_1,p;), then chromosome P; is selected and let
k=k+ 1.

» Genetic algorithm:

Step 1. Randomly initialize N chromosomes.

Stepl. Letk = 1, repeat Step 2to Step 7 until k = T (until agiven number times (T)).

Step 2. Calculate the fitness of each chromosome according to the objective values.

Step 3. Select the chromosomes by spanning the roul ette whesl .

Step 4. Perform crossover process and mutation process on the chromosomes.

Step 5. If k = T report the best chromosome as the optimal solution.

Step 6. Arrange the chromosomes in decreasing order of processing times to form a sequencing priority list.

Step 7. Select 50% from the best chromosome and another 50% Randomly select from the remain chromosomes
andletk = k + 1.

V. THE NUMERICAL EXAMPL
In this section, the efficiency of the proposed heuristic algorithm is showed by solving an example. In the
example, let n = 10, m = 15 and the problem’s data, costs are given in the Table 1, Table 2 and Table 2.

Obvioudly, the difference between the Stage 2, 3 and 4 is just the objective function. Therefore, we just take
the stage 2, as an example to solve the numerical example.

10,1511,3 20,22,6,14  30,60,1,2 4054,6,3 1518125 20,3826 40,4493 5,5,10,9 10,11,84 12,15,10,7

50,6052 5559,16,1  50,61,2,9 353999  47,55,6,6 114,74 343996 10,1888 17,2479 11,14,9,8

30,3832 21,3099 12,18,5,3 21,30,1,4 304485 454822 555933 121544 26,3459 13,38,2,2

40,4424 61,6812 3255103 332535 233992 1215115 11,1843 233136 22,2495 23,38,7,6

22,4089 34,3983 56,6131 2828610 11,2255 3138212 222583 232883 47,5538 12,30,9,6

33,44,104 4558102 34,34611 1828113 4459212 51,6544 324833 9093115 193198 41,55,8,7

2428109 425033 214321 422122 50,58,4,2 5252108 4046,75 152054 32,3883 32,34,6,6
94,100,8,1

1 10,1528 12,14,10,10 218156 193124 64,6645 10,2346 4451133 4243638 31,3234

34,4082 514,104 42,48,2,4 14,35,3,6 231,75 1218710 10,20510 15184,2 17,20,1,10 1,28,4,2
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10,50,133 12,43,6,5 225036  5555,14,5 5052104 354624 204737 21,21,108 34,3473 10,20,5,4

11,134 30,40,3,7 2,15,6,8 29,3058 22,4086 22237 12,32,4,5 21232 40,50,7,3 31,55,7,7

1,12,6,6 55,12,9 21,30,7,2 32,455,10 44,5558 512,38 10,2844 123124 5054310 5561126

50,72,1,3 353928  47,72125 212933 1224142 143055 17,2923 1914 30,3825 21,21,10,15

Table 1. Thedirect costs of the numerical example, ¢;;

Table 2.The company costs, ds, M, bs

Table 3. The penalty of the numerical example, g;

(121) (92) (83) (74) (155 (26) (137) (1.8) (119) (10,10)

Table 4.The optimal assignment

Let the crossover probability is p.-.ss = 0.8 and the mutation probability is p,,.: = 0.5. All the evolution
parameters are obtained by the statistic and analyze of the experiment results of a numerical example with 15
workers and 10 jobs.
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The optimal value of the objective function is equal to 167.82. It is well known that the efficiency of the
genetic algorithm can be mainly characterized by the evolution process and the absolute errors or the relative
errors. For the given example, the first we consider 200 generations, with the given evolution parameters
Peross = 0.8 and p,,,: = 0.5 then the optimal solution obtain at the 600th generation. If we consider 500
generations then the optimal solution obtain the 400th generation.

VI. CONCLUSIONS

In this paper, one important assignment problem is studied. There have been many agorithms for the
assignment problem and its extending problems [1, 8, 10, 11, 12]. For solving the given problem FCAPP, we
introduced a heuristic genetic algorithm. And using this algorithm the optimal solution (optimal assignment) the
proposed problem is obtained.

By considering the number of jobs, workers and type assignment each job to each worker, this problem can
be extended to the assignment problem which for solving it should be used a different genetic algorithm or
another algorithm.
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