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Abstract— In this paper we propose the Support Vector Machine (SVM) based recognition scheme towards the 
recognition of Gujarati handwritten numerals. The preprocessing is done considering morphological operations. 
For computing the features, each isolated numeral is segmented into blocks. These blocks create base for four sets 
of features. Then we derived affine invariant moments as features. The features obtained from these blocks are fed 
to SVM classifier. We obtained the recognition rate of 91% approximately. 
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I. INTRODUCTION 

Now days, each computer-user wants the computer to have user-friendly interactions. Also due to use 
of computers in all aspects of human life, it is now always being desired that computers should recognize 
native languages to help common man to perform his daily tasks. From this front, it poses a problem of 
pattern recognition to recognize individuals handwriting from different other handwritten scripts. 

 
To solve the problem of pattern classification, a powerful classifier called Support Vector Machine (SVM) 

classifier is used. It is having good generalization and convergence property. SVM finds its applications in 
various fronts of human interactions like face recognition, text recognition, bioinformatics, etc. SVM is 
basically a linear classifier but because of its kernel functions, SVM can be used as non-linear classifier 
making it work on data of high dimensions 

 
In this paper we propose the SVM based recognition scheme towards the recognition of Gujarati 

handwritten numerals. Section I describes the introduction of the paper. Section II gives the details of 
Gujarati Numerals. Detailed literature survey is done in Section III. Section IV describes the process of 
data acquisition and preprocessing done for the system. Section V elaborates the feature extraction method 
used in the paper. SVM classifier along with the results obtained is described in Section VI. Finally Section 
VII concludes the paper. 

 

II. PROPERTIES OF GUJARATI NUMERALS 
Numerals belonging to Gujarati script are shown in figure 1. 

 
 

Figure 1 Numerals of Gujarati Script 
 

Numeral 0 resembles almost all zeros on all the Indian regional scripts but there is wide variety in the rest 
of the digits. This variety can be viewed in table 1. All the numerals are in the sequence 
0,1,2,3,4,5,6,7,8,9. It could be seen that numeral 8 in Gurumukhi is 180◦ rotated shape of that for numeral 
8 in Gujarati. It can also be seen that numeral 1 in Gujarati is numeral 7 in Bengali. Numeral 4 in Gujarati, 
Devanagari, Gurumukhi, Kannada, Oriya and Telugu is same. Numeral 5 in Gujarati and Gurumukhi 
resemble each other. There is controversy in numeral 3 from Bengali and numeral 7 from Gujarati and 
Devanagari. Due to these similarities and dissimilarities it motivated us to continue with the recognition of 
Gujarati numerals. 
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TABLE 1NUMERALS OF DIFFERENT SCRIPTS 
 

 
                                                      Sr.no      Script         Numerals 

 
1 Devanagari 

 
2 Kannada 

 
3 Gurumukhi 

 
4 Tamil 

 
5 Oriya 

 
6 Telugu 

 
7 Bengali 

 

III. LITERATURE SURVEY 

Sameer Antani [2] in 1999 has given the primitive effort to Gujarati printed text. For classification the 
author has used two classifiers, K-NN classifier and minimum hamming distance classifier. The best 
recognition rate was for 1-NN for 600 dimensional binary feature space i.e. 67% 1-NN in regular moment 
space gave 48% while minimum distance classifier had the recognition rate of 39%. The Euclidean 
minimum distance classifier recognized only 41.33%. 

 
Dholakia [6] attempted to use wavelet features, GRNN classifier and KNN classifier on the printed 

Gujarati text producing 97.59 and 96.71 as their respective recognition rates. In 2005, Jignesh Dholakia et. al 
[7] have presented an algorithm to identify various zones used for Gujarati printed text. In the algorithm they 
have proposed the use of horizontal and vertical profiles. 

 
Desai [3] reported that for feature extraction four profile vectors are used as an abstracted feature of 

identification of digit. Five more patterns for each digit are created in both clockwise and anticlockwise 
directions with the difference of 2degrees each up to 10◦. A feed forward back propagation neural network is 
used for Gujarati numeral classification with success rate for standard fonts as 71.82%, for handwritten 
training sets as 91.0% while for testing sets as a score of 81.5% was recorded. 

 
Another effort contributed for Gujarati script was by Shah & Sharma [8]. They used template 

matching and Fringe distance classifier as distance measure. By this effort, for connected component 
recognition rate was 78.34%. For upper modifier recognition rate was 50% where as for lower modifier it 
was 77.55% and for punctuation marks it was 29.6%. Cumulative for overall it was 72.3%. 

 
Mahmud et al [12] has reported accuracy of 98% for recognizing Bengali isolated characters and 96% for 

continuous characters using chain code as feature vector and using a feed forward neural network as 
classifier. Using nearest neighbor classifier and string connectivity as feature vector, Ray & Chatterjee [13] 
developed a recognition system for Bengali characters. Combining template and feature matching approach, 
Chaudhari & Pal [14], reported 99.10% recognition accuracy for printed Bengali characters. 

 
Lehal and Singh presented an OCR system for printed Gurumukhi script [16]. The skew angle is 

determined by calculating horizontal and vertical projections at different angles at fixed interval in the 
range [0° to 90°].A recognition rate of 96.6% at a processing speed of 175 characters/second was reported. 
Lehal & Singh [15] also developed a post processor for Gurmukhi. 

 
Sinha & Mahabala [17] presented a syntactic pattern analysis system with an embedded picture language 

for the recognition of handwritten and machine printed Devanagari characters. Problems that arise in 
developing OCR systems for noisy images are addressed in the work by Parvati Iyer et al [18]. Character 
recognition rate of only 55% is reported. The authors also trained a feed-forward back propagation neural 
network, with a single hidden layer. Character recognition rate of 76% is reported with the neural network 
approach. Veena [18] Performance of 93% accuracy at character level is reported. Pal & Chaudhari [19] 
reported a complete OCR system for printed Devanagari. A structural feature-based tree classifier recognizes 
modified and basic characters, while compound characters are recognized by hybrid approach combined with 
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structural and run based template features. The method reports about 96% accuracy. 
 

Pujari et al [27] proposed a recognizer that relies on wavelet multi-resolution analysis for capturing the 
distinctive characteristics of Telugu script .The performance across fonts and sizes is reported as varying 
from 93% to 95%. An OCR for Telugu is reported by Negi, et al [25]. Raw OCR accuracy with no post 
processing is reported as 92%. Performance across fonts varied from 97.3% for Hemalatha font to 70.1% for 
the newspaper font. Non- linear normalization to improve performance was used by Negi et al, [26] by 
selectively scaling regions of low curvature in the glyphs. 

Jawahar et al [22] proposed a Bilingual OCR for Hindi-Telugu documents. It is based on Principal 
Component Analysis followed by support vector classification. An overall accuracy of approximately 96.7% 
is reported. Anuradha Srinivas, et al [23] developed a Telugu optical character recognition system for a 
single font. A 2-stage classifier with first stage identifies the group number of the test character, and a 
minimum-distance classifier at the second stage identifies the character. Recognition accuracy of 93.2% is 
reported. 

Mohanty & Behera [22] described a complete OCR development system for Oriya script. Ashwin & 
Sastry [20] developed a font and size-independent OCR for Kannada. Classification based on the Support 
Vector Machines is adopted. 

 

IV. DATA ACQUISITION AND PREPROCESSING 
A.  Data Acquisition 

As there was no database available for Gujarati Script, we have created the database by taking the 
samples of handwritten imprints on that datasheets created to take the samples. Then these samples were 
scanned using HP 2400 Scanjet scanner at the resolution of 300dpi. The samples were withdrawn at random 
from various writers belonging to different profession, age, sex and education levels and were using 
different ink for preparing the samples on datasheets. Ten samples were taken from eight persons. The 
database was created manually. 
B.  Preprocessing 

Before extracting the features there is need to preprocess the image which comprises of removing any 
noise, skew, or apply some morphological methods to enhance the image. Initially there can be variation in 
the size of sample as it depends on the variety of writers. To apply any unbiased algorithm we require that all 
images should be normalized to same size. For this, in the paper, we have resized the initially captured image 
into a normalized image of size 40x40 using nearest neighbor interpolation technique. This resized image is 
then binarized with the optimum threshold of 0.2 binarization level so that the image is converted into two 
tones i.e. 0 for background and 1 for foreground. Due to binarization there is a chance that the image is 
broken down or may lose some of the information. So the image is then dilated using the structuring element 
“diamond” with radius size 1. Finally the image is skeletonized to one pixel thin. This image is finally ready 
for extracting features. 

 

V. FEATURE EXTRACTION 

Each image has some features and finally to make a comparison and recognition we require using the 
features that describe each numeral separately and distinctly. Before computing the features of the image, the 
image is subjected for image division technique where each image is divided into a matrix of boxes each of 
size 10X10, 8x8 and 5x5. Thus each image is converted into a matrix of size 4x4, 5x5 and 8x8. These 
image matrices create a base for four separate feature sets namely; 

• Feature Set1 (FS1) considering the image as whole, no division is applied. 
• Feature Set2 (FS2) considering the image of matrix size 4x4 
• Feature Set3 (FS3) considering the image of matrix size 5x5 
• Feature Set4 (FS4) considering the image of matrix size 8x8 

To fulfill this purpose we have derived the affine invariant moments by means of the theory of 
algebraic invariants [16, 17]. 

 
 

The AMIs is invariant under general affine transformation 

yb+xb+b = v
ya+xa+a =u 

210

210 }……………..(1) 

where, (x, y) and (u, v) are coordinates in the image plan before and after the transformation , 

Mamta Maloo et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 7 July 2011 2597



 

respectively. The basic affine invariant moments are given below: 
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VI. CLASSIFICATION 
 

Support vector machine (SVM) is the state-of-the-art classifiers derived from statistical learning theory. It 
is a supervised learning algorithm with better generalized properties and with limited number of training 
patterns [9]. SVM is introduced for classifying linearly separable classes of objects. SVM resolves the 
classification problems by separating the data into two categories by using an n dimensional hyper plane. 
SVM determines the hyper plane that maximizes the margin between classes. For any particular set of two 
classes of objects, an SVM finds the unique hyper plane having the maximum margin. SVM represents the 
classified outputs as support vectors that determine the maximum margin hyper plane. This maximum 
margin solution enable SVM to outperform compared to other nonlinear classifiers, particularly in noisy 
environments. In this paper, we have focused on noisy numerals. 

 
A unique property of SVMs is that they simultaneously minimize the empirical classification error and 

maximize the geometric margin; hence it is also known as maximum margin classifier [10]. A support vector 
machine for pattern classification is built by mapping the input pattern x into a high-dimensional feature 
vector v using a non linear transformation f(x), and by constructing an optimal hyper plane in the feature 
space. A function called 'kernel' is used to map the data from input space to feature space. In this paper we 
have used linear kernel function for SVM. The Recognition rate indicates the ratio of correctly recognized 
numerals to total number of samples. 

 
                                      Correct Recognition 
Recognition rate =                                                  * 100 

Total Number of Samples 
 

This recognition rate is summarized in table 2 
 

TABLE 2 COMPARISON OF RECOGNITION RATE 
 

 
Gujarati 
Numerals 

 
Number of samples are 800

 
FS1

 
FS2

 
FS3

 
FS4

 
0 

 
97.00

 
95.25

 
94.75

 
96.25

 
1 

 
89.00

 
86.50

 
87.75

 
86.25

 
2 

 
89.25

 
87.75

 
89.50

 
86.25

 
3 

 
88.75

 
87.50

 
88.50

 
87.00

 
4 

 
90.75

 
89.00

 
91.50

 
91.50

 
5 

 
89.00

 
88.50

 
87.50

 
89.50

 
6 

 
89.25 

 
87.25 

 
88.25 

 
90.50 

7 
 

88.00 
 

88.50 
 

86.25 
 

86.25 
 

8 
 

96.75 
 

94.50 
 

96.50 
 

94.00 
 

9 
 

87.75 
 

88.50 
 

90.75 
 

89.00 
 

Average 
 

90.55
 

89.33
 

90.13
 

89.65
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From the experiment conducted it has been found that numeral ‘0’ has the highest recognition rate i.e. 
97% for FS1whereas it is minimum for FS3with 94.75%. It can be also noticed that for numerals 0,1,3,8 the 
recognition rates are highest in FS1 as compared to FS2, FS3 and FS4. For FS3 numerals 2, 4 and 9 have 
shown maximum results. For FS4 numerals 4, 5, and 6 show to have results that are highest among the four 
feature sets. Only for numeral 7 
FS2 shows the maximum results i.e. 88.50%. Besides of this variation it has been seen that FS1 gives 
overall maximum results with recognition rate 90.55%. It has also been seen that one can get remarkable 
results using FS3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 Comparison of Recognition Rates 
 

 

VII. CONCLUSION 
 
 

This paper attempts to apply a technique based on affine invariant moments for feature extraction. A 
database of characters has been required to extract the features, which form a template (GENERATED 
Trained Database). The paper has dealt with feature-based recognition of handwritten characters by giving the 
added approach of morphological dilation and skeletonization. Overall recognition rate for this approach is 
90.55%. It has shown promising results for numerals 0, 4 and 8. Due to the division of image, the recognition 
rate for numerals 2, 4, 5, 6, 7 and 9 shows the enhanced graph but it has not shown good results for other 
numerals. As compared with [3, 29] the results are good. In future scope we tend to enhance results for rest of 
the numerals by doing modifications in the current system. 
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