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Abstract— In this paper ANT colony optimization algorithm has been proposed to solve FPGA routing in 
FPGA design architecture with minimum umbers of tracks per channel.  In our method geometric FPGA 
routing task is transformed into a Boolean satisfiability (SAT) equation with the property that any 
assignment of input variables that satisfies the equation specifies a valid route. The satisfiability equation 
is then modeled as Constraint Satisfaction problem.  Satisfying assignment for particular route will result 
in a valid routing and absence of a satisfying assignment implies that the layout is unroutable. In second 
phase of this method ant colony optimization algorithm is applied on the Boolean equation for solving 
routing alternatives utilizing approach of hard combinatorial optimization problems. The ACO based 
solution to SAT is then compared with the other SAT solver algorithms such as zChaff and GRASP. The  
experimental results suggested  that the developed ant colony optimization algorithm is taking fewer 
amounts of time and minimum channel width to route a FPGA chip.   
 

Keywords- FPGA routing, route based model, constraint satisfaction programming, and Boolean 
satisfiability, channel width 

I.  INTRODUCTION  
Field-Programmable Gate Arrays (FPGAs) have revolutionized access to VLSI since its origin. FPGAs 

are programmable chips to implement any digital circuit, as divergent to custom ASICs that have a huge start up 
cost in terms of money and development time. However, even with huge popularity of FPGAs ,its contribution 
to the digital silicon market is not much to appreciate . This is because the benefits of FPGAs come at a high 
cost in terms of area, speed, and power [5]. FPGA’s is the blend of both software and hardware-oriented 
systems. Circuits can be designed and implemented very quickly using recent design software with minimum 
cost of designing custom circuits. The whole CAD process that is used to realize a circuit in an FPGA consists 
of the logic optimization, Technology mapping, placement; routing. The outline structure of FPGAs consists of 
three parameters configurable logic blocks, I/O blocks and programmable routing [Wu, 97].  Among the above 
mentioned steps routing is the main step of the process because of the FPGA’s area is committed to the 
interconnect, and the interconnection delays are greater than the logic delays of the designed circuit [9]. Because 
of , an efficient routing algorithm tries to shrink the total wiring area and the lengths of critical-path nets to perk 
up the performance of the circuit; and for this, the router needs the interconnect information of the target FPGA 
architecture. In this paper we have used ANT colony optimization approach for programmable FPGA routing 
shown in [Section 3]. Boolean-based routing is a recent approach that is used for solving routing problem in 
FPGA layout. Ant colonies are capable of finding shortest paths between their nest and food sources because the 
ants communicate indirectly by disposing traces of pheromone as they walk along a chosen path. Ants most 
likely prefer those paths possessing the strongest pheromone information. ACO has successfully solved several 
combinatorial optimization problems, including scheduling [6], vehicle routing [7], constraint satisfaction [8], 
and the quadratic assignment problem [9]. Boolean based routing problem can be represented as a large atomic 
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Boolean function, which is satisfiable if the layout is routable otherwise routing option is not considered i.e. any 
satisfying assignment to the variables of the routing Boolean function represents a legal routing solution [Nam, 
99]. Recent advances in SAT solving algorithms (learning and non-chronological backtracking [Aloul, 01]) and 
efficient implementation techniques (e.g. fast implication engine) have dramatically improved the efficiency and 
capacity of solving the routing tasks in FPGA’s. But there is still need to improve it so that FPGA routing task 
can be optimized. In this paper, we adapt an ACO algorithm to field programmable gate arrays (FPGAs). The 
ant colony optimization meta-heuristic is based on the natural foraging behavior of real ants and has been used 
to solve a wide spectrum of combinatorial optimization problems. There are lot of other algorithms that are used 
in the SAT based problems such as backtracking search, resolution based checker, integer linear programming 
based routing, BDD, recursive learning etc [Silva, 97]. In this paper, a new method based on the behavior of 
ants has been implemented for FPGA routing, which improvement over other SAT solvability algorithms for 
FPGA is routing.Academic research has considered a simplified version of island style FPGA architecture from 
Xilinx because of its highest share in the market as compared to Altera and Actel. In academia the most familiar 
simplifications made to the island style model are:  

• Each logic block has 4 inputs pins and 1 output pin, and all logic blocks are alike as compared to 
commercial FPGAs which has logic blocks with different number of inputs, ranging from 3 to 7, and 
they provide two or more outputs.  

• The C box is constructed with pass transistors rather than multiplexes for input connections as a result 
two or more tracks can be electrically connected via the input pin by revolving on individual switches 
in the C box. This is called input pin doglegs as compared to commercial FPGAs which implement the 
C box via multiplexes to save area, so only one track may be connected to the input pin and no input 
pin doglegs are possible. (fig 1). 

• �The wire segments span only one logic block before stopping. This means that all interconnections 
have to pass as many C boxes and S boxes as logic blocks there are between the two connecting points.  

 

 
   

 Fig 1: FPGA Model 
 

II. FPGA ROUTING AS BOOLEAN SATISFIBILTY (SAT) PROBLEM 
 

Boolean SAT-based routing [8, 9] transforms the FPGA routing task as an atomic Boolean function. The 
generated Boolean function is satisfiable (i.e. value 1) if and only if the design is routable. Thus, if the generated 
Boolean formula is satisfiable, then any satisfying assignment corresponds to a feasible routing of the channel; 
otherwise the channel is unroutable. In this paper routing problem which is solved by our method is illustrated in 
Fig. 2 [25, 27]. It consist of four nets labeled A, B, C, and D (Fig. 2a). The goal is to assign a track number to 
each net such that distinct nets are nonoverlapping both horizontally and vertically. Two matrices are designed 
for this routing problem; one represents the horizontal overlapping and second represents vertical overlapping 
(Fig. 2b). An exclusivity constraint is defined to insure that nets whose horizontal spans overlap are assigned to 
different tracks. This constraint is typically represented by a horizontal constraint graph and can be conveniently 
expressed as a Boolean function (Fig. 2d). The second constraint insures that, for any two nets with pins in the 
same column on opposite sides of the channel, the net associated with the top pin is assigned a higher track 
number. This constraint is defined by the vertical constraint graph (VCG) shown in Fig. 2c, which is also 
represented as a Boolean function V of Fig. 2e. The conjunction (AND) of these two functions is the complete 
routability constraint Boolean function R for the channel (Fig. 2f). Any track number assignment that makes 
R=1 corresponds to a feasible routing solution. Two possible solution are shown in Fig. 2g. 

Vinay Chopra et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 7 July 2011 2856



 
Fig. 2.a Channel to be routed 

 
Fig. 2.b Matrix representation of Channel routing problem 

                           E= (A≠C) Λ (A≠D) Λ (A≠B) Λ (C≠D) Λ (D≠B) 
Fig. 2.c Exclusivity Constraint 

 
 
   
 
                                            
 
 
 

 
 
 

Fig. 2.d Vertical Constraint Graph (VCG) 
V= (A>C) Λ (A>B) Λ (D>C) Λ (D>B) 

Fig. 2.e Vertical Ordering Constraint 
R=E ΛV 

Fig. 2.f Channel routability constraint 

 
Fig. 2.g Two feasible solutions 

 
Fig. 2. Boolean SAT modeling of channel routing problem. 

    
 

III. ANT COLONY OPTIMIZATION 

Ant Colony Optimization (ACO) is a population-based, general search technique for the solution of difficult 
combinatorial problems which is inspired by the pheromone trail laying behavior of real ant colonies. The ant 
colony optimization algorithm (ACO) is a probabilistic technique for solving computational problems which can 
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be concentrated to finding good paths through graphs. They exchange information indirectly by depositing 
pheromones, all detailing the status of their "work". The information exchanged has a local scope, only an ant 
located where the pheromones were left has a notion of them. This system is called "Stigmergy" and occurs in 
many social animal societies. The advantages of Ant colony optimization are their inherent parallelism, positive 
feedback accounts for rapid discovery of good solutions, Efficient for TSP and similar problems, used in 
dynamic applications .Ant colony optimization algorithms have been applied to many combinatorial 
optimization problems, ranging from quadratic assignment to fold protein or routing vehicles and a lot of 
derived methods have been adapted to dynamic problems in real variables, stochastic problems, multi-targets 
and parallel implementations. They have an advantage over simulated annealing and genetic algorithm 
approaches of similar problems when the graph may change dynamically; the ant colony algorithm can be run 
continuously and adapt to changes in real time. In the first phase the ACO algorithm initialize the pheromone 
matrix by setting each pheromone entry to a starting value τinit > 0. For problems with an item x encoded 
pheromone matrix, the pheromone entries on the diagonal are set to 0. m ants generate solutions π0,. . . πm−1 in 
each iteration of the algorithm. An ant generates a solution by building a sequence of local decisions. Each 
decision is made randomly according to the following probability distribution over the r unchosen items in 
selection set S: 

                                                                                                                                 (1)                       

Where α and β are used to establish the relative weight of pheromone values and heuristic values. Initially, the 
selection set S contains all items. After each decision, the selected item is removed from S and every solution is 
evaluated according to the individual objective function. After m solutions have been constructed, the solution 
qualities are compared to determine the best solution π∗ of the current iteration. 
 

The pheromone matrix is then restructured in two steps:  

(1) Evaporation:  Each pheromone values in the matrix are reduced by a relative amount: 
 

(2) Intensification: The pheromone values along the best solution π∗ are increased by an absolute amount: 
 

The ACO algorithm executes a number of iterations until the following specified stopping criterions has been 
met,  

a) A predefined maximum number of iterations have been executed. 

b) A specific level of solution quality has been reached e.g. minimum channel width, less CPU time.  

c) The best solution remains constant over a certain number of iterations. 

  

IV. THE DESIGNED ALGORITHM : ANT BASED SATISFIABILTY DETAILED ROUTING  

In order to apply ACO algorithms [3] to SAT instances of FPGA routing to find the shortest paths, in the first 
step a global router is invoked which assigns each net a path through regions of the routing fabric composed of 
several S-blocks and C-blocks in the FPGA and after that assign to each net a vector of Boolean variables for 
each region of routing fabric through which it passes. This vector of variables encodes each possible decision 
for how to assign the net to physical resources in the region. In the next step a Boolean connectivity constraint 
equation is formulated that ensures that each net actually connects through a set of legal, contiguous routing 
resources from source to sink. This function is essentially a characteristic function over the encoding of net-to-
resource assignments that is “1” for connected paths. After that a Boolean exclusivity constraint equation is 
constricted that ensures that no two electrically distinct nets try to use a common routing resource in any block 
of the routing fabric.  

This function is essentially a characteristic function over the net-to-resource assignments that is “1” for sets of 
noninterfering paths and then  the final Boolean routability function is designed  that determines all the possible 
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routes for these nets. To apply ACO algorithms to the FPGA routing problem, it is convenient to see it as a 
combinatorial optimization problem with the capability of being represented on a graph. To formulate the 
solution, these two classes of routing violations must be prevented. First, each two-point connection has a 
connectivity constraint associated with it whose purpose is to ensure that the connection makes a contiguous 
path through the channel. Also, exclusivity constraints are needed for all pairs of connections of distinct nets 
that interact: that is, if the interval defined by their endpoints overlaps in one or more C-blocks. The exclusivity 
constraint between any two bit vectors is just the vectored exclusive-or between them. This ensures that at least 
one bit differs in their respective vectors.  

 
The steps that are used for our ACO framework are illustrated below. 
Step 1. Initialize the pheromone values and generate all the SAT problems and let iterCount=2M (where M is the 
number of nets in an FPGA circuit).The pheromone information is encoded in an MxM pheromone matrix.  
Step 2. Do until iterCount is not zero. 
Step 3. Take a subset of the SAT problems and generate ants to represent each of the chosen SAT problems. 
Step 4. Simulate the ant movement.take a subset of ant and insert them into the queue [2]. 
 

insertASubsetOfAntsInQueue(&q, A); 
while(!isEmptyQueue(q)) 
{ 
//obtain the next ant to simulate 
ant = getNextAntF romQueue(q); 
if(thisAntAchievedGoal(ant)) 
markT hisAntDead(ant); 
else if(thisAntReachedInput(ant)) 
replaceBackAnt(ant); 
else 
simulateMovement(q, ant); 
} 

Step 5. Generate test pattern and perform logic simulation. 
The test pattern can be generated by generating the permutations based upon the number of nets. The 
permutations are used as inputs for the SAT problem and are solved for those values. The satisfying values 
represent the valid routes. 
Step 6. Update pheromone strengths. 
The pheromone matrix is updated by multiplying the pheromone values with an evaporation factor ρ<1.  
Step 7. If all the SAT problems are solved, then terminate. Otherwise, decrement iterCount and then go to step 
2. 

V. EXPERIMENTAL RESULTS 
 
We have tested the effectiveness of ANT Colony algorithms for the circuits shown in Table 1. In our approach it 
is assumed that global routing and placement of circuits are given.  In our experiments we have varied the S 
block flexibility from 3 to 3*w and C block flexibility was set to Fc=W so that CLB pin can connect to any 
number of tracks. It shows ANT Colony routing results for reasonably large circuits reflecting practical FPGAs. 
The benchmarks are from [24].The experimental work was carried out by writing a program in C++ and running 
on SUN Ultra SPARC-III processor under Sun Blade workstation architecture. Xilinx 4000 series architecture 
model was employed for this work. The experiment result shows [see Fig. 4] that our approach of solving the 
FPGA routing using ant colony optimization is improvement over other SAT based FPGA routing solvers. 
Experiments shows that ANT Colony algorithm is able to solve the FPGA routing problem with minimum 
number of tracks per channel which is the improvement over the other satisfiability based detailed routers. Also 
routing conflicts among different routing solutions can be removed by representing routing solutions parallel 
using Ants parallelism techniques. For K2 Circuit, ACO has taken only 9 tracks in channel as compared to 
Grasp and Zchaff which has taken 12 and 10 tracks respectively. Different alternatives for particular solution are 
represented parallel to solve the conflicts among different solutions. The results are compared with different 
Boolean solvers such as GRASP, Zchaff.   
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TABLE 1: COMPARISON ON THE BASIS OF CHANNEL WIDTH AMONG GRASP , ZCHAFF  AND ACO 

 
 

circuits Variables  clauses GRASP(W) Zchaff(W) ACO(W) 

asymmt 2604 32450 6 6 5 

Alu2 38567 115757 8 7 6 

apex7 51108 259880 5 6 4 

C8880 4623 72021 7 6 5 

Example2 3603 41023 6 7 6 

K2 13176 445254 12 10 9 

Too_large 3972 60432 7 6 5 

Vda 7436 168604 10 9 9 

 
 

 
 

Fig1: Comparison on the basis of Channel width among GRASP, Zchaff and ACO 

VI. CONCLUSION 
 
In this paper  ACO algorithm is implemented to improve the performance of the FPGA routing .Our results have 
shown that the  ACO algorithm by taking less CPU  time, which is an optimal solution and have taken minimum  
wire length to route FPGA chips.  Our algorithm works as a collection of agents work collaboratively to explore 
the different routes. A stochastic decision making strategy is proposed in order to combine global and local 
heuristics to effectively conduct this exploration. In all the circuits which are taken for our experiment ACO has 
routed the channel with minimum numbers of tracks. In all the circuits that have been considered in our study 
ACO has performed better and has routed the circuit with minimum channel width as compared to other 
classical algorithms such as GRASP, Zchaff. Our algorithm is more effective in finding the near optimal 

Vinay Chopra et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 7 July 2011 2860



solutions and scales well as the problem size grows. It is also shown that with substantial less execution time, 
the proposed method achieves better solutions than the popularly used zChaff and GRASPS satisfiabilty solvers. 
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