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Abstract— A fuzzy filter is constructed from a set of fuzzy IF-THEN rules, these fuzzy rules come either from 
human experts or by matching input-output pairs .in this paper we propose a new fuzzy filter for the noise 
reduction of images corrupted with additive noise. here in this  approach ,initially  fuzzy derivatives for all 
eight directions that is  N,E,W,S, NE,NW,SE,SW are calculated using “fuzzy IF-THEN rules “  and 
membership functions . Further the fuzzy derivative values obtained are used in the fuzzy smoothing for 
determining the correction term. Finally correction term can be added to the processed pixel value. 
Iteratively apply the fuzzy filter to reduce the noise and at each and every iteration membership function is 
calculated based on the remaining noise level. A statistical model for the noise distribution can be 
incorporated to relate the homogeneity to the adaptation scheme of the membership functions. 
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I.INTRODUCTION 

Noise removal and image smoothing are useful pre-processing steps in many image processing applications 

1.1. Introduction to Image processing 

A digital image is a representation of a two-dimensional image as a finite set of digital values, called picture 
elements or pixels. A pixel is the smallest visual element on a video display screen  

Digital image processing focuses on two major tasks 

Improvement of pictorial information for human interpretation 

Processing of image data for storage, transmission and representation for autonomous machine perception 
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The number of bits used to represent each pixel determines how many colors or shades of gray can be displayed. For 
example, in 8-bit color mode, the color monitor uses 8 bits for each pixel, making it possible to display 2 to the 8th 
power (256) different colors or shades of gray. For a gray scale images, the pixel value is a single number that 
represents the brightness of the pixel. The most common pixel format is the byte image, where this number is stored 
as an 8-bit integer giving a range of possible values from 0 to 255. Typically zero is taken to be black, and 255 is 
taken to be white. Values in between make up the different shades of gray. A Gray-Scale Image is a series of shades 
from white to black. The more shades, or levels, the more realistic an image can be recorded and displayed, 
especially a scanned photo. Scanners differentiate typically from 16 to 256 gray levels.  

 

 

Image processing techniques were first developed in 1960 through the collaboration of a wide range of scientists and 
academics. The main focus of their work was to develop medical imaging, character recognition and create high 
quality images at the microscopic level. And mainly the image processing techniques are used to remove the noise 
present in the image and enhancing some features present in the image to get quality image. 

 Filtering is the process of reducing the noise. : The sub image is called the filter, mask, kernel, template, window 
spatial filtering is the filtering operations that are performed directly on the pixels of an image. This process consists 
of simply moving the filter mask from point to point in an image. At each point the response of the filter is 
calculated using a predefined relation ship 

1.2 Introduction to Fuzzy 

In recent years, many researchers have applied the fuzzy set theory to develop new techniques for contrast 
improvement     Fuzzy set theory is the extension of conventional (crisp) set theory. It handles the concept of partial 
truth (truth values between 1 (completely true) and 0 (completely false)). The idea of fuzzy sets is simple and 
natural. . For instance, we want to define a set of gray levels that share the property dark. In classical set theory, we 
have to determine a threshold, say the gray level 100. All gray levels between 0 and 100 are element of this set, the 
others do not belong to the set 

But the darkness is a matter of degree. So, a fuzzy set can model this property much better. To define this set, we 
also need two thresholds, say gray levels 50 and 150. All gray levels that are less than 50 are the full member of the 
set, all gray levels that are greater than 150 are not the member of the set. The gray levels between 50 and 150, 
however, have a partial membership in the set (right image in Fig.1).  

 

 

Figure 1.2: Difference between crisp set and fuzzy set 

Member ship function: 

 For any set X, a membership function on X is any function from X to the real unit interval [0, 1].Membership 
functions on X represent fuzzy subsets of X. The membership function which represents a fuzzy set  is usually 
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denoted by μA. For an element x of X, the value μA(x) is called the membership degree of x in the fuzzy set The 
membership degree μA(x) quantifies the grade of membership of the element x to the fuzzy set  

The value 0 means that x is not a member of the fuzzy set; the value 1 means that x is fully a member of the fuzzy 
set. The values between 0 and 1 characterize fuzzy members, which belong to the fuzzy set only partially 

 

1.2.1. Fuzzy Image Processing 

Fuzzy image processing has three main stages:  

1) Image fuzzification 2) modification of membership values, and, if necessary 3) image defuzzification  

 

 

 
 

Figure. 1.2.1.  The general structure of fuzzy image processing. 
 

     1. Fuzzy techniques are powerful tools for knowledge representation and processing. 

     2. Fuzzy techniques can manage the vagueness and ambiguity efficiently. 

1.2.2. Fuzzy IF-THEN rules 

In many image processing applications, we have to use expert knowledge to overcome the difficulties (e.g. object 
recognition, scene analysis). Fuzzy set theory and fuzzy logic offer us powerful tools to represent and process 
human knowledge in form of fuzzy if-then rules. 

If we interpret the image features as linguistic variables, then we can use fuzzy if-then rules to segment the image 
into different regions. 

 A simple fuzzy segmentation rule may seem as follows: 

IF the pixel is dark 
AND its neighborhood is also dark AND homogeneous 
THEN it belongs to the background.  

Example: Threshold by minimization of fuzziness 
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There are many (classical) thresholding techniques.  For example, a membership function (standard S function) is 
moved pixel by pixel over the existing range of gray levels in each position, a measure of fuzziness is calculated. 
The position with a minimum amount of fuzziness can be regarded as a suitable threshold 

II.PROBLEM DEFINITION 

The main aim of the proposed filter is to average a pixel using other neighboring pixels  here we take the 
neighboring pixels based on the directions such as north, east ….this filter mainly distinguishes local variations due 
to noise and due to image structures. In order to accomplish this, for each pixel we derive a value that expresses the 
degree in which the derivative in a certain direction is small. Such a value is derived for each direction 
corresponding to the neighboring pixels of the processed pixel by a fuzzy rule  

The further construction of the filter is then based on the observation that a small fuzzy derivative most likely is 
caused by noise, while a large fuzzy derivative most likely is caused by an edge in the image.  

Consequently, for each direction we will apply two fuzzy rules that take this observation into account (and thus 
distinguish between local variations due to noise and due to image structure), and that determine the contribution of 
the neighboring pixel values. 

 The result of these rules (16 in total) is defuzzified and a “correction term” is obtained for the processed pixel value 
the correction term obtained can be replaced with the central pixel there by removing the certain amount of noise at 
that position and this same process is applied to the next neighboring pixels until the total image is processed and 
this filter is applied repetitively until the noise is removed 

III. EVOLUTION 
    

3.1. Read the pixel values from the Input image  

There are a wide range of options for storing digital images on a computer. Some common ones include GIF, 
JPEG, TIFF, and BMP. GIF, or Graphics Interchange Format, has a bit-depth of 1-8 bitonal, grayscale or color. It is 
limited to a 256 color palette. JPEG, or Joint Photographic Experts Group, has a grayscale of 8 bits and a 24-bit 
color scale. JPEG is most often used on web pages. TIFF, or Tagged Image File Format, is commonly used for 
scientific imaging. It supports an 8-bit color palette and 8- to 16-bit grayscale. TIFF 6.0 can provide up to 64-bit 
color, but most TIFF readers will support only a maximum of 24-bit color. 

Generally the image sizes are of   various types such as 1024x1024, 516x516,256x256  pixels  to process the 
image  initially we have to read the pixel values  from the image and then apply  the proposed  filter on those 
values. The window can be taken as 5*5 or 9*9  and it is moved over the pixels from left to right and top to 
bottom 

 

 
 
 
 
 
 
 
 
 

Window :5 x 5 
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3.2. Compute ‘k’ the threshold selection using 
 
The value of the threshold value is calculated based on the standard deviation 
 
                                                   k=ασ  
                                                  σ = (1- μ ) γ M 

                                                Where σ  is standard deviation and α  is amplification factor 
                                             γ M is the slope 

We start by dividing the image in small N x N non overlapping blocks. For each block B, we compute a rough 
measure for the homogeneity of this block by considering the maximum and minimum pixel value. 

                L

yxIyxI ByxByx ),(min),(max
1 ),(),( ∈∈ −

−=μ                                                                      

               Max and min are the maximum and minimum intensity values in the block 

               L=255 for gray scale image 

 3. 3.Calculate Simple Derivative values 

A simple derivative at the central pixel position (x,y)  in the direction where 

(D∈dir={NW,W,SW,S,SE,E,NE,N})  is defined as the  “difference between the pixel at (x,y) and its 

neighbor in the  direction D “.  

The simple derivative values for North and North-West direction is as follows where I represents the 

intensity values at that particular location.  

),()1,(),( YXIYXIYXN −−=∇  

                                                           ),()1,1(),( YXIYXIYXNW −−−=∇  

Neighborhood of a central pixel (x; y) 

Pixel values indicated in gray are used to compute the “fuzzy derivative” of the central pixel(x; y) for the 
specified-direction. 

         North-west 

If an edge is passing through SW-NE direction, then calculate 
the derivative value in the NW direction for the central pixel and 
neighboring pixels  

                             
If an edge is passing through NW-SE direction , then  calculate 
the derivative value in the NE direction for the central pixel and  
neighboring pixels  

North-east 
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                     South-west 

If an edge is passing through SE-NW direction , then  calculate 
the derivative value in the SW direction for the central pixel and  
neighboring pixels  

                    South-east 

If an edge is passing through NE-SW direction , then  calculate 
the derivative value in the SE direction for the central pixel and  
neighboring pixels  

  

                             North 

If an edge is passing through E-W direction, then calculate the 
derivative value in the N direction for the central pixel and 
neighboring pixels  

                             East  

If an edge is passing through S-N direction, then calculate the 
derivative value in the E direction for the central pixel and 
neighboring pixels  

 

                                            South  
If an edge is passing through W-E direction, then calculate the 
derivative value in the S direction for the central pixel and 
neighboring pixels  

 
                       West 

If an edge is passing through N-S direction, then calculate the 
derivative value in the W direction for the central pixel and 
neighboring pixels  

3.4. Fuzzy derivative estimation 

The value that expresses the degree in which the derivative in a certain direction is small is most likely caused by 
noise, and a large fuzzy derivative is caused by an edge[2]. 

The principle of the fuzzy derivative is based on the following observation. Consider an edge passing through the 
neighborhood of a pixel in the SW-NE direction. The derivative value NW∇ (X, Y)   will be large, but also 
derivative values of neighboring pixels perpendicular to the edge’s direction can expected to be large.  

For example, in the NW-direction we can calculate the values. NW∇ (X, Y) , NW∇ (X-1,Y+1), NW∇ (X+1,Y-1) 

The idea is to cancel out the effect of one derivative value which turns out to be high due to noise. Therefore, if two 
out of three derivative values are small, it is safe to assume that no edge is present in the considered direction. 
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To compute the value that expresses the degree to which the fuzzy derivative in a certain direction is small, we will 
make use of the fuzzy set small.   

 

3. 5.Calculate member ship function for the set small 

                                 km (u)    =  1-
K

|| μ
,       0 ≤ | μ | ≤ K 

                                  km (u)   =           0,         K>|| μ    

The member ship function is adapted  in each and every iteration according to the remaining noise level .based  on 
the remaining noise the member ship value  can be changed [4]. 

3.6.FuzzySmoothening 

Computing the correction term  Δ  with the help of fuzzy rules, by using these fuzzy rules mainly we will filter   the  

noise . If no edge is present in that direction then the crisp derivative value can be used   to compute the correction   

term for the processed pixel  here we will distinguish whether the derivative values  are positive and negative  by 
applying two fuzzy rules[1]. 

+
NWλ :  if  ),( YXF

NW∇  is small and  NW∇ (X,Y) is positive then c is positive 

−
NWλ : if ),( YXF

NW∇  is small and  NW∇ (X,Y) is negative then c is negative 

3.7.Defuzzification 

The final step in computation of fuzzy filter is the defuzzification [3] 


∈

−+ −=Δ
dirD

DD

L )(
8

λλ  

The obtained correction term is replaced with the processed pixel 

                                                                                  

 

Peak signal to noise ratio: 

 The peak signal-to-noise ratio, PSNR, is the ratio between the maximum possible power of a signal and the power 
of corrupting noise that affects the fidelity of its representation. Because many signals have a very wide dynamic 
range, PSNR is usually expressed in terms of the logarithmic decibel scale.[5] 

The PSNR is most commonly used as a measure of quality of reconstruction of lossy compression codec’s (e.g., for 
image compression). The signal in this case is the original data, and the noise is the error introduced by 
compression. When comparing compression codec’s it is used as an approximation to human perception of 
reconstruction quality, therefore in some cases one reconstruction may appear to be closer to the original than 
another, even though it has a lower PSNR (a higher PSNR would normally indicate that the reconstruction is of 
higher quality). One has to be extremely careful with the range of validity of this metric; it is only conclusively valid 
when it is used to compare results from the same codec (or codec type) and same content. 

It is most easily defined via the mean squared error (MSE) which for two m × n monochrome images I and K where 
one of the images is considered a noisy approximation of the other is defined as: 
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The PSNR is defined as: 

 
Here, MAXI is the maximum possible pixel value of the image. When the pixels are represented using 8 bits per 
sample, this is 255. More generally, when samples are represented using linear PCM with B bits per sample, MAXI is 
2B−1. For color images with three RGB values per pixel, the definition of PSNR is the same except the MSE is the 
sum over all squared value differences divided by image size and by three. Alternately, for color images the image is 
converted to a different color space and PSNR is reported against each channel of that color space, e.g.,  

Typical values for the PSNR in lossy image and video compression are between 30 and 50 dB, where higher is 
better. Acceptable values for wireless transmission quality loss are considered to be about 20 dB to 25 dB 

When the two images are identical, the MSE will be zero. For this value the PSNR is undefined (see Division by 
zero). 

IV .RESULTS 
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V.CONCLUSION 

The proposed fuzzy filter for additive noise reduction distinguishes between local variations due to noise and due to 
image structures, using a fuzzy derivative estimation. Fuzzy rules are fired to consider every direction around the 
processed pixel. Additionally, the shape of the membership functions is adapted according to the remaining amount 
of noise after each iteration. Although it’s relative simplicity and the straightforward implementation of the fuzzy 
filter. 

VI.REFERENCES 

[1] E. Kerre and M. Nachtegael, Eds., Fuzzy Techniques in Image Processing. New York: Springer-Verlag, 2000, vol. 52, Studies in Fuzziness 
and Soft Computing. 

[2] D. Van De Ville, W. Philips, and I. Lemahieu, Fuzzy Techniques in Image Processing. New York: Springer-Verlag, 2000, vol. 52, Studies 
in Fuzziness and Soft Computing, ch. Fuzzy-based motion detection and its application to de-interlacing, pp. 337–369. 

[3] S. Bothorel, B. Bouchon, and S. Muller, “A fuzzy logic-based approach forsemiological analysis of microcalcification in mammographic 
images,” Int. J. Intell. Syst., vol. 12, pp. 819–843, 1997. 

[4] F. Russo and G. Ramponi, “A fuzzy operator for the enhancement of  blurred and noisy images,” IEEE Trans. Image Processing, vol. 4, pp. 
1169–1174, Aug. 1995. 

[5] C.-S. Lee, Y.-H.Kuo, and P.-T. Yu, “Weighted fuzzy mean filters for image processing,” Fuzzy Sets Syst., no. 89, pp. 157–180, 1997. 

[6] Dimitri Van De Ville, Mike Nachtegael, Dietrich Van der Weken, Etienne E. Kerre, Wilfried Philips and Ignace Lemahieu “Noise Reduction    
     by Fuzzy Image Filtering” IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 11, NO. 4, AUGUST 2003, , pp. 429–435. 

URL 
www.imageprocessingplace.com 
www.imageprocessingbasics.com 
http://pami.uwaterloo.ca/tizhoosh/fip.htm 

Sridevi.Ravada et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 7 July 2011 2764




