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Abstract 

 In digital cameras, Bayer color filter array(CFA) images are captured and demosaicing is carried out 
before compression. Recently, it was found that compression-first schemes outperform the conventional 
demosaicing-first schemes in terms of output image quality. An efficient prediction-based lossless 
compression  and super-resolution schemes are proposed in this paper. Compressed image is coded with 
rice code. The proposed compression and super resolution schemes can achieve a better compression and 
high image quality  than conventional lossless CFA image coding schemes. 
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1. Introduction 

Data compression is the process of converting data files into smaller files for efficiency of storage and 
transmission. As one of the enabling technologies of the multimedia revolution, data compression is a key to 
rapid progress being made in information technology. It would not be practical to put images, audio, and video 
alone on websites without compression. Now let us elucidate the concept of image compression and the 
necessity of it. Many people might have heard of JPEG (Joint Photographic Experts Group) and MPEG (Moving 
Pictures Experts Group), which are standards for representing images and video. Data compression algorithms 
are used in those standards to reduce the number of bits required to represent an image or a video sequence. 
Compression is the process of representing information in a compact form. Data compression treats information 
in digital form that is, as binary numbers represented by bytes of data with very large data sets. Fox example, a 
single small 4″ × 4″ size color picture, scanned at 300 dots per inch (dpi) with 24 bits/pixel of true color, will 
produce a file containing more than 4 megabytes of data. At least three floppy disks are required to store such a 
picture. This picture requires more than one minute for transmission by a typical transmission line (64k 
bit/second ISDN). That is why large image files remain a major bottleneck in a distributed environment. 
Although increasing the bandwidth is a possible solution, the relatively high cost makes this less attractive. 
Therefore, compression is a necessary and essential method for creating image files with manageable and 
transmittable sizes. In order to be useful, a compression algorithm has a corresponding decompression algorithm 
that, given the compressed file, reproduces the original file. There have been many types of compression 
algorithms developed. These algorithms fall into two broad types, lossless algorithms and lossy algorithms. A 
lossless algorithm reproduces the original exactly. A lossy algorithm, as its name implies, loses some data. Data 
loss may be unacceptable in many applications. For example, text compression must be lossless because a very 
small difference can result in statements with totally different meanings. There are also many situations where 
loss may be either unnoticeable or acceptable. In image compression, for example, the exact reconstructed value 
of each sample of the image is not necessary. Depending on the quality required of the reconstructed image, 
varying amounts of loss of information can be accepted. 

2. Implementation Approach 

In this chapter, we have developed the algorithms and the corresponding Flow Charts for various intermediate 
functions which help in obtaining the super resolution image from a low resolution image. We have also 
developed a Matlab coding for these intermediate functions to estimates the shift and rotation angles, and is used 
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for obtaining the demosaicked image, Pg algorithm, which is developed for obtaining the output image after 
obtaining the P-G Algorithm which is used for obtaining the final super resolution output image from a low 
resolution image. For the implementation of the proposed approach a mat lab implementation were made and 
the performances were evaluated. The system architecture used for the implementation is as shown in Fig 2.1. 

 
Figure 2.1 System block diagram 

The implementation approach for the compression of image data for lossless image compression saved in lower 
resolution and are retrieved with super resolution.  

The operation algorithm for estimating the shift and rotation angles is as given below . 

i)Evaluate the length of input data. 

ii)Define the size of the central aliasing free part for given data. 

iii)Read the input image data. 

iv)Calculate the Fourier Transform (FFT) of the reference image. 

v)Calculate the Fourier Transform (FFT) of the registered image. 

vi)Calculate the average pixel value of reference image. 

vii)Calculate the normalized FFT value for each pixel. 

viii)Compute the beginning and ending Coefficient locations (x,y) to extract the central frequency region. 

ix)Extract the (x,y) pixel values from this obtained location. 

 The corresponding Flow Chart for estimating the shift and rotation angles is given below. 
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Fig 2.2 operational flow chart for estimation algorithm 

The algorithm for obtaining the demosaicked image is described below. 

i)Read input data and compute the dimension of the image 

ii)Initialize the x and y value for rows and column. 

iii)Compute the shifting of x and z plane over y-plane. 

iv)For the computed phase shift variation, rotate the pixel coordinates and increment the pixel location. 

v)Repeat the shifting operation of pixel coordinates until the image coefficients reaches the last comparison. 

The Flow Chart for obtaining the demosaicked image is described below. 
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Fig.3: PG Algorithm 

 

This function develops PG-algorithm for the projection of the given image into higher resolution. The data is 
projected onto a grid plane and regenerated using grid alignment of the pixels to generate super-resolution 
image. This algorithm takes the known values of the pixels and estimates the unknown pixel coefficients by 
interpolation and projects these values onto high resolution grid.  
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Figure 4: operational flow chart for the implemented PG algorithm 

 
we have developed the algorithms and the corresponding Flow Charts for various intermediate functions which 
help in obtaining the super resolution image from a low resolution image.  We have developed a Matlab coding 
for these intermediate functions  and super resolution technique. 
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3. Results 

This section describes the experimental setup and the results obtained by using the above algorithm on 
bunch of images. The PSNR could have been calculated, but all we care about is how the HR looks visually. It 
was pretty clear from the results that SR had an edge over any conventional method, so calculation of PSNR or 
MSE or Normalized Cross Correlation(NCC)  would show that the performance of this project is satisfactory 
when compared to the conventional methods. Quantitatively,  we are presenting here the application of our 
project to three sets of pre- existing images. Experiments are performed on various captured images to verify the 
proposed method. These images are represented by 8 bits/pixel with a lower resolution. An often-used global 
objective quality measure is the mean square error (MSE) defined as 

…(3.1) 
 

Where, n×m is the number of total pixels. X ij and X'ij are the pixel values in the original  and reconstructed 
image respectively. The peak to peak signal to noise ratio (PSNR in dB) is calculated as  
 
PSNR = 10 log (2552/MSE)……………….. (3.2) 
 

Where usable grey level values range from 0 to 255.The other metric used to test the quality of the reconstructed 
image is Normalized Cross Correlation (NCC). It is defined as, 
 

 
 
-(3.3) 
 
 
 

 

where, X indicates the mean of the original image and X ' indicates the mean of the  reconstructed image. For 
quantitative results, we have considered three pre-existing images lena.bmp, barbara.bmp and skoda.jpg. For the 
considered images , the PSNR and NCC values obtained are, 
 

a) lena.bmp (8bit/pixel, gray scale, 67x71 size) 
 

 
Figure.5 .lena.bmp 

 
The obtained PSNR = 48.97 and the NCC obtained is 0.867 

 
 
 

b) For ‘Barbara.bmp’ (8 bit/pixel, colored, 63x76 size) 
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Figure.6.  Barbara.bmp 

  
The obtained PSNR = 52.38 and the NCC obtained is 0.91 

 
c) For the colored image ‘skoda.jpg’ 24bit/pixel , of size 64x64 

 
 
Figure.7..skoda.jpg. 

 
The obtained PSNR = 51.33 and the NCC obtained is 0.8947.  
 
Generally the PSNR of a conventional algorithm or method   ranges between 20Db and 40 Db. But, using super 
resolution method, we produced a PSNR greater than the conventional methods of  image compression. The 
following are the results produced when we apply our method of image compression to the image skoda.jpg. We 
can clearly observe the quality of the content of the original input image and output image with high resolution.  
 
These results are  quantitatively. In qualitative treatment, we carry two sets of experiments i.e on Synthetic 
images and real images. 
 
1. Synthetic images – In this experiment, one high-res image was taken, it was randomly shifted to create 4 
images. These images were then down-sampled (without low-pass filtering).  
The four down-sampled images were fed in the algorithm. 
 Three different experiments were performed to test not only the common case but also boundary cases.  
Common case includes when the various low-res images have some redundant and some non-redundant 
information among them.  
Boundary cases involve low-res images that either have only redundant or no redundant information among 
them.  

 
2. Real images – Four images were taken with the camera and SR algorithm was applied to create one HR 
image.   
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Figure 8: Original image 

jpeg image of (256X256) image resolution, 24 bit depth, RGB colored 
 

These are the results of our image compression method  

 
 

 
 

 
          
 

Figure.9: RGB project image coefficient in there  respective color  plane 
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Fig.10:Compressed low resolution image 

 
 
 

 
 

 

 

 

 

 

 

 

 

 

Fig.11:Output image after1st iteration. 

 

 

 

 

 

 

 

 

 

 

 

 

          Fig.12:Output image after 2nd iteration 
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Fig.13:Output image after 3rd iteration 

 
 

 

 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Fig.14:after 11th  iteration 

 

7. Conclusion 

This paper was focused for the realization of a higher visual quality image representation with high 
compression and representation for color image cameras. The color image capturing devices are often used to 
capture high-resolution data and require very high memory space for the storage. The issue of storing these 
high-resolution data in lower storage space was focused in this work. For the implementation of this application 
a higher resolution image was taken and is passed through Bayer filter arrays for color projections. These 
projections are then compressed using lower resolution representation and the conventional rice coding. It is 
observed that the low-resolution data were compressed up to 3 times from the original dimension with good 
visual quality. For the implementation of the super resolution projection the image is processed with mosaicing 
effect, registration, and a PG algorithm was developed for the image projection in higher resolution. The 
qualitative analysis were performed on various images and the obtained PSNR and NCC values were observed 
to be satisfactorily. From all the observation made it could be concluded that a high visual quality compression 
algorithm for colour image compression is developed with minimum complexity and higher accuracy.   This 
paper doesn’t focus on the external effects on the captured image. The work could further be extended with 
various noise effects on the captured image with various image filtration techniques for obtaining further image 
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quality improvement. The work could also be tested for other image application such as astronomical 
applications, medical application etc. where visual quality is a prime importance. 
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