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Abstract    
 
In Computer Communications, collecting and storing characteristics about connections into a data set is 

needed to analyze its behaviour. Generally this data set is multidimensional and larger in size. When 
this data set is used for classification it may end with wrong results and it may also occupy more 
resources especially in terms of time. Most of the features present are redundant and inconsistent and 
affect the classification.  In order to improve the efficiency of classification these redundancy and 
inconsistency features must be eliminated. In this paper, we have proposed a new algorithm based on 
hybrid method to identify the significance of features. The Proposed hybrid method combines 
Information Gain and Genetic Algorithm to select features. Clustering is carried out on selected 
features for classification. The experiment is conducted with NLS-KDD network intrusion data set. It 
classifies the data set with good accuracy.  
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I  INTRODUCTION 

 
   Now a days, Information security is a critical component of any system. As a part of any secure system, 

detection and prevention of security violations, if any, is the need of the hours.  In a computer network, 
there are two main intrusion detection systems - Anomaly intrusion detection system and misuse intrusion 
detection system. The first one is based on the profiles of normal behaviour of users or applications and 
checks whether the system is being used in a different manner. The second one collects attack signatures, 
compares behaviour with these attack signatures and signals intrusion when there is a match [ 1]. 

   In a network data set, details about the connections are called connection records.  Network intrusion detection 
classifies these records into either normal or anomaly. Classification depends on the features that 
adequately characterize the objects of interest. The task of identifying the features that perform well in a 
classification algorithm is a difficult one, and the optimal choice can be non-intuitive; features that perform 
are separately poor. They can often prevail when paired with other features. Many different approaches and 
techniques are discussed [2]. The filter approach [3] to feature selection tries to infer which features will 
work for the classification algorithm by drawing conclusions from the observed distributions (histograms) 
of the individual features. The correlation structure of the data is responsible for the success of the joint 
classifier, and a good classification scheme will attempt to utilize this structure. 

   
   Another technique, known as wrapper approach  [4], uses the method of classification itself to measure the 

importance of a feature or a feature set. The goal in this approach is maximizing the predicted classification 
accuracy. This approach is computationally more expensive and tends to provide better results than the 
simple filter methods.  

 
   Most of the existing works are focused on the wrapper mode using different classifier methods. In this paper 

hybrid feature selection method is proposed. This method combines filter approach and wrapper approach. 
Information Gain is used as filter approach and Genetic algorithm is used as wrapper approach. Features are 
selected first with information gain and then with Genetic Algorithm. The clustering is carried out on the 
selected features to classify the data sets into normal and anomaly.  
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       The remainder of this paper is organized as follows: Section 2 gives a review of related works in the feature 
selection using hybrid approach. Section 3 describes the proposed methodology. The arrived results are 
discussed in Section 4 and Section 5 has conclusions and future work.   

 
II  RELATED WORK 

 
   Filter approach selects features based on their characteristics, therefore it requires less computational resources 

whereas wrapper approach selects features based on the classification itself hence it requires more 
computational resources. In order to get the benefit of both,  hybridization is done.  Hybrid features 
selection is applied in micro array data, machine learning, image processing and intrusion detection.  In [5] 
authors have selected two feature selection method Bayesian Networks and Classification and Regression 
Trees (CART) for network intrusion. Features selected using ensemble of the both, shows better 
performance than when they are applied as individual one.  The SVM is used to measure the performance 
of the above ensemble approach. Hybrid of Information Gain and Genetic Algorithm is applied to select the 
features in Microarray Data is discussed in [ 6]. The first level of features is selected with Information Gain. 
The second level of features is selected using Genetic Algorithm. The K-NN algorithm is used for 
classification.  The Symmetrical Uncertainty and Genetic Algorithm have been used to filter unwanted 
features [7]. In the first stage Symmetrical Uncertainty is used to filter features which have low values. In 
the next stage Genetic Algorithm is applied to select features.  Another type of hybridization is embedding 
different search techniques to select the optimal feature set.  In [8] local search operations are embedded in 
the Genetic Algorithm to fine tune the selection process. 

 
   In addition, the selection of a subset will reduce the dimensionality of the data samples and eliminate the 

redundancy and ambiguity introduced by some attributes. Most of the authors have used feature selection to 
get accurate results. Information Gain and Genetic Algorithm are used for selecting features. Support 
Vector Machines and Tree based classifiers are used for classification. However in this context clustering is 
a very limited one. The proposed method has two steps to select features. In the first step Information Gain 
is used to select features which are greater than the given threshold. Next, Genetic Algorithm is applied to 
select features from the set of features obtained from the previous step. Clustering is applied on the selected 
set of features. The dataset used in this work is NSL-KDD data set  

 
 

III. METHODOLOGY 
 
   The main goal of this work is to use information gain to identify the significance of features and then select a 

set of significant features using the proposed Genetic algorithm. Using the selected set of features 
Clustering is performed on the data set. In the case of clustering, the selected set of features has yielded 
good results than that of all the features put together.  

 
3.1 The Data Set 
 
   Since 1999, KDD’99 [9] has been the most wildly used data set for the evaluation of anomaly detection 

methods. This data set is prepared by Stolfo et al. [10] and is built based on the data captured in DARPA’98 
IDS evaluation program[11]. DARAPA’98 is about 4 gigabytes of compressed raw TCP dump data of 
seven weeks of network traffic, which can be processed into about 5 million connection records, each with 
about 100 bytes. The two weeks of test data have around 2 million connection records. KDD training 
dataset consists of approximately 4,900,000 single connection vectors each of which contains 41 features 
and is labeled either normal or an attack, with exactly one specific attack type.  

   The first important deficiency in the KDD data set is the huge number of redundant records. Analyzing KDD 
train and test sets [12], they found that about 78% and 75% of the records are duplicated in the training and 
the testing data set respectively. This large amount of redundant records in the training data set will cause 
learning algorithms to be biased towards the more frequent records, and thus prevent it from learning 
unfrequented records which are usually more harmful to networks such as U2R attacks. The existence of 
these repeated records in the test set, on the other hand, will cause the evaluation results to be biased by the 
methods which have better detection rates on the frequent records. 

   In addition, to analyze the difficulty level of the records in KDD data set, the authors employed 21 learned 
machines (7 learners, each trained 3 times with different train sets) to label the records of the entire KDD 
train and test sets, which provides us with 21 predicted labels for each record. Surprisingly, about 98% of 
the records in the train set and 86% of the records in the test set were correctly classified with all the 21 
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learners. The reason for getting these statistics on both KDD train and test set is that in many papers, 
random parts of the KDD train set are used as test sets. As a result, they achieve about 98% classification 
rate applying very simple machine learning methods. Even applying the KDD test set will result in having a 
minimum classification rate of 86%, which makes the comparison of IDSs quite difficult since they all vary 
in the range of 86% to 100%.  

   The new version of KDD data set NSL-KDD is publicly available for researchers through the website [13]. 
Although, the data set still suffers from some of the problems discussed [12] and may not be a perfect 
representative of existing real networks, because of the lack of public data sets for network-based IDSs, the 
authors  believe that it still can be applied as an effective benchmark data set to help researchers compare 
different intrusion detection methods. In this work NSL_KDD dataset is used. 

 
   The data set NSL-KDD is used to test the performance of the proposed method. In the data set 

KDD20train.ariff consists of 25,192 records. The number of records which belongs to TCP protocol is 
20526 records and that of UDP and ICMP are 3011 and 1655 respectively.  

   The data set has 42 features. The first 41 features describe the characteristics of connection record. The last 
feature is labeled either normal or anomaly. Four features of the 41 are described using discrete values. The 
remaining features are described using continuous values. The continuous values are separated using equal 
interval method.    

    
3.2  Data Standardization 
 
   We first standardize the data set [14]. A collection of numeric data is standardized by subtracting a measure of 

central location such as mean and divided by some measure of spread such as standard deviation. This 
yields data with similar shaped histogram with values centered on zero. 
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In “(1)” where x  is the mean value and sk is the standard deviation of  the kth dimension. m is the number of 
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   Standardization”(3)” transforms the mean”(2)” of the set of feature values to zero, and the standard deviation 
to one, but may not be in the interval [0 1]. After the following change, it “(4)” is mapped into the interval 
[0 1]. 
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3.3 Information Gain for feature selection 
 
   The computation of the Information Gain for only one attribute according to the classes is given below: let S 

be a set of training set samples with their corresponding labels. Suppose there are m classes and the training 
set contains si samples of class I and s is the total number of samples in the training set expected 
information needed to classify a given sample is calculated by “(5)”: 

                 I(s1,s2,……sm)=
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 Feature F with values (f1,f2,f3,……,fv) can divide the training data set into v subsets {S1,S2,…,Sv} where Sj 
is the subset which has the value fj for the feature F. Furthermore let Sj contain sij samples of class i. 
Entropy of the feature F is given in “(6)” 
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   Information gain for F can be calculated using “(7)”   
 
  Gain(F)= I(s1,s2,……sm)-E(F)   (7) 
 
The value of the gain as given above computes the information gain of a feature F with regard to all the classes. 

If we want to measure the gain of the feature for a given class k, we shall consider the problem as a binary 
classification one. We consider two classes: the class normal (sk) and the remaining will constitute another 
class anomaly (sk’). So the expected Information Gain needed to classify a given sample will be: 
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where k’ denotes the complemented class of the class k. The entropy of a feature F according to the class k is 
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Information Gain for F can be calculated using “(10)” 
  
   Gain(F)=I(sk,sk’)-E(F)                                              (10) 
 
This gain measure gives the significance of the features. The following algorithm selects features which are 

greater than threshold value from the data set. 
   Algorithm Feature Selection Using Information Gain 

//sf1 is used to store selected set of features. Initially it is empty 
            //  th conatins threshold value. 

            //   f(i) contains ith  feature of the data set  
  1.  sf1={}; 
             2.  for i= 1 to number of features in the data set 
             3.  inf=compute Information Gain for the feature 
             4.  gain(i)=inf 
             5.  end for 
             6.  th= threshold value 
             7.  for i= 1 to number of features 
             8.  if gain(i)>th then 
             9.    sf1=sf1+f{i} 
           10.  end if 
           11.  end for 
           12.  end 
  
3.4  Genetic Algorithm for Feature Selection 
 
   All feature selection methods needs to use an evaluation function together with a search strategy to obtain the 

optimal feature set. It is unfeasible to search all subsets to find out a optimal subset since it requires a large 
amount of computational effort. A wide range of heuristic search strategies have been used including 
forward selection, backward elimination, hill-climbing, branch and bound algorithms, and the stochastic 
algorithms like simulated annealing and genetic algorithms [15].  

 
   The First step of the Genetic Algorithm is designing a chromosome. Each chromosome is a group of genes. In 

this problem, each gene represents a feature and a chromosome represents a set of features. To indicate 
whether a particular feature is present or not in the chromosome, one and zero are used. One in a gene 
position indicates that a particular feature is present and zero indicates that it is absent. The next question 
how many features and what are the features that are to be present in a chromosome is guided by the 
Information Gain. Initial population is created using randomization of the values present in the 
chromosome. Having generated the population, the individuals are evaluated using fitness function. The K-
means clustering is used as a fitness function. The false positive and false negative values are measured for 
each chromosome. The chromosome which has a minimum value of false positive and false negative is 
considered as Elite one.  
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   In the next step, crossover and mutation are to be applied on the chromosomes which have the highest fitness 
value. Crossover operation is performed on these two chromosomes. Location of crossover point may be 
decided randomly using the one point crossover, two point crossovers, or homologue crossover. In this 
problem one point crossover is applied. Mutation genetic operator is responsible for maintaining diversity 
in the population. For mutation select one position randomly from the chromosome and the value is 
changed in that position by inversing. The mutation and cross over operations are shown in the following 
figure 1. In the figure mutation bit is shown in italics.   

                
     Crossover 

 
                   Parent 1                      offspring1 
 
 
   Parent 2                     offspring2 
        
                Mutation 
 
 
 
 
 
     Original offsprings     Mutated offsprings 

Figure 1 Mutation and Crossover operations 

 
The main goal of feature selection is to use minimum number of features to obtain the same or better results. 

Fitness function is one of the most important parts in genetic search. This function has to evaluate the 
effectiveness of each individual in a population, so it has an individual as an input and it returns a numerical 
evaluation that must represent the goodness of the feature subset. The crossover and mutation functions are 
the main operators that randomly impact the fitness value. Fitness is equal to the value of False Positive and 
False Negative obtained from clustering. The following algorithm selects feature from the set of features 
which are obtained by Information Gain. 

  
Algorithm: feature selection using Genetic Algorithm 

            // sf1 is set of features used as input to this algorithm   
//sf2 contains selected features at the end of the algorithm 

            // psize    population size 
 //a is an array is used to store the populations 

1. gen =0   // number of generations 
2. Design chromosome  
3. While gencount<=gen 
4. Randomly generate psize population and store it into the array a. 
5. For i=1 to psize  
6. fitnessfunction(a(i)) 
7. Store the fitness value    //value of false positive(fp) and false negative(fn) 
8. End for 
9. Select two chromosome say ch1 and ch2 which has minimum fp and fn values 
10. crossover(ch1,ch2)             //cr1,cr2 are  outputs  of  crossover 
11. randomly mutate one bit in cr1 //mutation operation 
12. randomly mutate one bit in cr2 //mutation operation  
13. gencount=gencount+1 
14. end while 
15. end 
 

3.5  K-means Clustering 
 
   Clustering refers to identifying the number of subclasses of c clusters in a data universe X comprising of n 

data samples, and partitioning X into c clusters. There are two kinds of c-partitions of data, hard and soft. 
For numerical data one assumes that the members of each cluster bear more mathematical similarity to each 
other than to the members of other clusters.  

11101011 
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11101010
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11100010 11110000 

11101000 11101001 
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   One important issue to consider is how to measure the similarity between pairs of observations. One of the 

simplest similarity measures is distance between pairs of features in the record. In the clustering, Euclidean 
Distance measure is used to measure the similarity. dik is a Euclidean distance measure between the kth data 
sample xk and ith cluster center vi is given by “(11)” 
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   since each data sample requires n dimensions to describe its location in the dataset, each cluster center also 

requires n dimensions to describe its location in the data set. Therefore  
 
                 Vi ={vi1,vi2,……..vin} 
 
where the jth coordinate is calculated by “(12)” 
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The step by step procedure is given below: 
 

1. Fix the number of clusters(c)  and initialize the partition (U) matrix 
2. Initialize the K cluster centroids. This can be done by arbitrarily dividing all objects into K clusters, 

computing their centroids and verify that all centroids are different from each other. Alternatively, the 
centroids can be initialized to K arbitrarily chosen different objects. 

3. Iterate over all objects and compute the distances to the centroids of all clusters. Assign each object to 
the cluster with the nearest centroid.  

4. Recalculate the centroids of both modified clusters 
5. Repeat step 3 until the centroids do not change any more 
 
 

A confusion matrix as shown in the Table 1 is typically used to evaluate the performance of the algorithm. 
 
 
 
 
 
 
 
    
 
 

                                      Table 1 Standard metrics for 
evaluation of intrusions 

 
From Table 1, recall and precision may be defined as follows 
   Precision=TP/(TP+FP) 
                                       Recall=TP/(TP+FN) 
  

IV RESULTS and DISCUSSION 
 
   Using NSL-KDD dataset [13] the experiment is conducted. The data set has 20526 TCP connection records, 

3011 UDP connection records and 1655 ICMP connection records.   In TCP, 10681 records are belonging 
from normal and 9685 records are belonging from anomaly connections. In UDP number of normal 
connection and anomaly connection records are 2507 and 504 respectively. In ICMP number of normal and 
anomaly connection records are 261 and 1394 respectively. In these data sets information gain for each 
feature is computed as discussed in section 3.3. The following table 2 shows features which are having 

Confusion Matrix 
(standard metrics) 

Predicted connection label 
Normal Intrusion 

(Anom
aly) 

Actual 
conne
ction 

Label 

normal True 
Negati
ve 
(TN) 

False 
Alarm 
(FP) 

Intrusion 
(anom
aly) 

False 
Negati
ve 
(FN) 

Correctly  
detecte
d (TP) 
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Information Gain greater than zero. Those features which are having Information Gain value as zero does 
not play any significance role in the classification. Therefore they are eliminated at the first level. 

 
 
 
 

Protocol 
Type 

Features greater than Information Gain zero 

ICMP 5,24,29,30,34,36,32,33,31,37,23,35,38,40,8,25,27 
UDP 5,6,34,36,33,40,24,8,23,38,31,35,29,30,25,27,32,37 
TCP 5,30,29,34,6,33,23,12, 39,25,38,26,35,37,32, 

36,31,41,27,24,40,28,10,13,16,19,22,17,15,14,18,11,9,7 
 

 
Table 2: protocol type and features have Information Gain greater than zero 

 
   This set of features is the input to the algorithm for feature selection using genetic algorithm discussed in 

section 3.4. The parameter values taken as population size is 100, number of generations is 7, the crossover 
takes place at the middle position and mutation is done at one point randomly. The results for the 
classification on the training dataset are given below. Table 3 shows that the classification has good 
precision and recall when the selected features are used. In the case of ICMP using Information gain, 
number of features selected for classification is eight. Accuracy and Recall are also better. When features 
are selected with Information Gain and Genetic Algorithm, five features are selected and the results of 
accuracy and recall are better than Information Gain which alone is used for selecting features. The same 
observation is present in UDP and TCP number of features selected is less when the proposed hybrid 
approach is applied.  Table 3 shows the features and their false positive, true negative, precision and recall 
[16, 17, 9]. They are metrics used to measure the performance of classification.  

 
 

 
 

protocol 
ty
pe 

 
Method of 

Feature 
selection 

features  
Selected 

  

Actual predicted 
Precisio

n Recall 

Normal anomaly TN FN FP TP     

ICMP 
 

All 261 1394 213 48 235 1159 0.83142 0.83142 

ICMP 
Information 

Gain 
5,24,29,30,34,36,32,33,31,37,23 
35,38,40,8,25,27 261 1394 213 48 235 1159 0.83142 0.96023 

ICMP 
Information 

Gain 
and  

Genetic 
Algorith

m 

24,29,30,34,36 
261 1394 211 50 94 1300 0.93256 0.96296 

                  
 

UDP  All 2507 504 2235 272 176 328 0.65079 0.54666 

UDP 
Information 

Gain 
5,6,34,36,33,40,24,8,23,38,31,35,29, 
30,25,27,32,37 2507 504 2235 272 176 328 0.65078 0.54666 

UDP 

Information 
Gain 

and  
Genetic 

Algorith
m 

6,34,36,24,8,23,38,29,30,25 

2507 504 2391 116 163 388 0.70417 0.85462 
TCP  All 10681 9845 10096 585 434 9411 0.95591 0.94147 

TCP 

Information 
Gain 

5,30,29,34,6,33,23,12,39,25,38,26, 
35,37,32,36,31,41,27,24,40,28,10,13

,16,19,22,17,15,14,18,11,9,7 
 10681 9845 10096 585 434 9411 0.95591 0.94147 

TCP 

Information 
Gain 

and  
Genetic 

Algorith
m 

5,29,34,6,33,12,39,25,38,26,35,32,3
6,31,41,27 

10681 9845 10096 584 434 9411 0.95591 0.94147 
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Table 3 showing the precision and recall value for ICMP, UDP and TCP with all features and selected features 
using different methods of feature selection  

 
 

V. CONCLUSIONS and FUTURE WORK 
 
   In this work, a new Hybrid approach for selecting the best discriminate features using information gain and 

genetic algorithm is presented. From the Results of Table 3 the classification with selected features shows 
better results.  The selection method using Information Gain and Genetic Algorithm shows better results in 
terms of number of features selected and accuracy than applying methods individually. 

     
In future work, this approach can be tested for other type data sets and to explore the possibilities of other 

methods of selecting optimal feature set. Identify other methods of classification which will improve the 
results. The algorithm can be applied to different type of data sets which are required for dimensionality 
reduction and classification.  
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