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ABSTRACTـــ�ـ Finding multiplicative inverse (Modular Inversion) operation is the most time-consuming 

operation in Elliptic Curve Crypto-system (ECC) operations which affects the performance of ECC. 

Moreover, several factors that affect the design of ECC have not been intensively investigated in the 

majority of researches related to ECC, Such as system utilization, area, resources-consuming and 

area*time cost factors, which play significant role in designing efficient ECC for different applications. 
This work applies Binary Edwards ECC point doubling operation over GF(p) using projective 

coordinates instead of affine coordinates due to its ability to remove the long time inversion operation by 

converting it to a number of multiplication operations. We also utilize the inherent parallelism in ECC 

operations by mapping its computations to parallel hardware design, in order to improve the 

performance of ECC. Our results show that the shortest time delay is achieved using 7-Parallel 

Multipliers (PM) design with projection (X/Z, Y/Z), which overcomes both serial design and the design 

with affine coordinates. 

Furthermore, this research proposes a variety of design choices by varying the degree of parallelism to 

tune-up several factors that affect ECC in order to investigate possible enhancements. It is shown by our 

experiments that the hardware utilization can be improved by 55%, with less area, and acceptable time-

consuming level compared to other designs in the same projection. In other words, we compromise the 
performance to enhance system utilization degree, and AT cost, and to reduce area and resource-

consuming. This trade-off between factors is useful to determine the efficient design to be used for 

different ECC applications based on their requirements and available resources. Especially, when the 

time-consuming is not the main priority.     

 

Keywords ـــ�ـ Elliptic Curves Crypto-system, Point Doubling Operation, Projective Coordinates systems, 

Parallel Design ,Hardware Utilization .Time-consuming, area. 

 

1. INTRODUCTION 
 
Elliptic Curves (EC) were introduced in cryptography in 1985 by Koblitz and Miller [1, 2]. The security level of 
Elliptic Curves Crypto-system (ECC) depends on discrete logarithm problem for elliptic curves. It is worth to 
mention that there is no known efficient attack on the discrete logarithm problem for EC [3]. ECC is a public 
key algorithm and uses two kinds of keys: Public key; which is known for all parties in communication network, 
and private key; which is known for intended recipient. It is mathematically infeasible to compute the private 
key from the public key [1-3, and 5]. ECC is considered a serious alternative of the well-known RSA algorithm, 
since it provides a comparable security level to that achieved using RSA algorithm with much smaller key size, 
which offers a considerable saving in area and resources. 
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Cryptographic computations need to be fast and accurate. Therefore, ECC uses finite fields arithmetic to 
perform its operations. Two main finite fields were introduced in the literature: Prime field GF(p), and Binary 
field GF(2n) [4-7].  
In EC Cryptography, the plain text is mapped into a point on an Elliptic Curve, and then ECC performs it 
operations on that point to yield new point which represents the ciphertext. There are two main operations in 
ECC [1-5]: 

1. Point Addition; which is adding to different points on the elliptic curve. 
2. Point Doubling; which is adding point to itself. Assume J is a point on an elliptic curve such that J= 

(X1, Y1), where Y1 ≠ o. Let L be another point and L=2J, where L= (X3, Y3), Then X3= M2-2X1, and 
Y3= M(X1-X3)-Y1, where: M= (3X1

2+a)/(2Y1), M is the tangent at point J and is one of elliptic 
curves parameters.       

Point addition and point doubling operations over GF(p) depend on modular arithmetic operations to perform its 
computations. These modular operations are: modular addition, modular subtraction, modular multiplication, 
and the known modular inversion operation. Modular inversion or finding multiplicative inverse is costly 
operation in terms of time-consuming. Researchers found that the time consumed by each inversion is 
equivalent to that consumed by 3-4 sequential multiplication steps, where each sequential multiplication is 
equivalent to 3 sequential addition operations  [5, 8-11].   
ECC operations are usually applied using affine coordinates (X, Y) [5, 12, and 13]. ECC that uses the affine 
form suffers the long time inversion operation problem, which affects the performance of ECC. Researchers 
investigated several methods to address inversion operation. Some of them introduced methods and algorithms 
to reduce the time-consuming for modular inversion operation, such as: the Extended Binary GCD algorithm, 
and modular multiplication which were based on the Montgomery's method [14, and 15]. Tawalbeh [16, and 17] 
introduced a unified algorithm to compute inversion for both prime and binary fields. He used counters instead 
to keep track of the difference between field elements. However, his method was costly in terms of time and 
resources. On the other hand, many researches proposed to represent EC points by using different projective 
coordinates forms instead of the usual affine form. Researchers found that using projective coordinates 
eliminates inversion operation by converting it to several multiplication operations. Thus, ECC can perform its 
computations with no inversion operation using projective coordinates form, which contributes to enhance the 
performance of ECC algorithm [18-21]. Three main projective coordinates were found in the literature: 

- Homogeneous (also called standard) projective coordinates system (X/Z, Y/Z). 
- López-Dahab projective coordinates system (X/Z, Y/Z2). 
- Jacobean projective coordinates system (X/Z2, Y/Z3) [21-24]. 

 Some researchers proposed to apply ECC using serial hardware design, which is considered a time-consuming 
solution [14, and 25]. On the other side, many researchers used parallel hardware units such as,  Multipliers (M) 
and Adders (A) to perform ECC operations. Using Parallel hardware design achieved  great enhances on the 
performance of ECC, since parallel design utilizes the inherent parallelism in ECC computation in order to 
perform these computations (Multiplications & Additions) in parallel based on the inherent parallelism in ECC 
calculations[10, 11, 18-20, and 25-30]. In [30], authors applied Hessian ECC operations over GF(p) using 
projective coordinates. They used parallel hardware design to achieve maximum gain in terms of time saving. 
Al-khatib and Abu Alhija in [29] proposed several design choices for standard ECC over GF(p) using projective 
coordinates. While in [11] they applied Binary ECC over GF(p) using projective coordinates to eliminate 
inversion. Their designs showed much better performance compared to designs that use normal affine 
coordinates. In this research, we investigate applying Binary Edwards ECC point doubling operation over GF(p) 
using the three well-known projective coordinates systems. In order to obtain the best performance (time-
consuming results, we use parallel design to map ECC computation, which will be implemented in parallel. 
Furthermore, we introduce and investigate almost all design choices for Binary Edwards ECC over GF(p) to 
provide a trade-off between several factors that affect ECC design. In other words, we try to tune-up these 
factors, which might help in designing the efficient (most suitable) ECC for specific EC applications based on 
the availability of resources and requirements. For example, Although the 7-PM design can achieve the shortest 
time-consuming results, it still suffers low hardware utilization degree, resources-consuming, and needs extra 
area. Our presented designs overcome the 7-PM design [11] in terms of hardware utilization, AT cost, and need 
less area, with acceptable time-consuming level. A number of factors that affect the design of ECC are studied 
and used in this research[25-30].   
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2. ECC Algorithms & Architectures 

 
This section propose the hardware algorithms and crypto-architectures for ECC crypto-processor that emanated 
from using new different coordinate systems with different projection systems to show their benefits when 
computed using parallel multipliers [39]. 
 

2.1 Homogeneous Projective Coordinates(X/Z, Y/Z) 
 
In Homogeneous projection, the usual affine coordinates (X, Y)  is replaced by the projective coordinates (X/Z, 
Y/Z), and then we use point doubling equations in order to compute M, X3, Y3, and Z3 as following:  
First, we calculate the slope M: 
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To simplify the computations, we use the following symbols: 
A1=ZY+Y2, A2=Z+2X, A3=aZ+bY, A4=XZ+X2, A5=Z+2Y, A6=A1*A2-2bXZ2, A7=Z2*A3-A4*A5 
 
Then, we use point doubling equations for ECC over GF(p) to compute X3, Y3, and Z3: 

X! = A#	%Z ∗ A'� − 2X ∗ A#�*,  
+! = A'%3X ∗ A#� − Z ∗ A'�* − Y ∗ A#! , 

 .! = . ∗ A#!  
 
Note we use the symbols M, and A to represent the multiplication, and addition operations respectively in our 
designs. 

 
2.1.1 Using 7 Parallel Multipliers: 

In this design, we use 7 parallel multipliers (PM), and 5 parallel adders (PA) to perform point doubling 
operation for Binary Edwards ECC over GF(p).  
It is notable that this design overcomes the other designs in terms of time-consuming results for the three 
projective coordinates systems used in our research. it takes 4 sequential multiplication (SM), and 3 sequential 
addition (SA) steps. However, this design consumes more resources and needs more area. Furthermore, 6 
multipliers remain  Idle (unused) when using the 7-PM design, which affects the degree the system will be 
utilized. As a consequence, this design obtains low hardware utilization results. Figure 1 presents the 7-PM 
design for Binary Edwards ECC over GF(p) using projection (X/Z, Y/Z).       . 
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Figure 1: The 7-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/Z). 

 
2.1.2 Using 6 Parallel Multipliers: 
Figure 2, it shows the 6-PM design using standard projective coordinates. In this design, we reduce the area to 
6-PM and 5-PA, which affects the performance (time-consuming) for ECC. The 6-PM design takes 5 SM and 3 
SA steps to perform point doubling operation over GF(p). It consumes more time and needs less area compared 
to the 7-PM design. 
In other words, we compromise the performance in favor of area and resources-consuming. 

 
Figure 2: The 6-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/Z). 
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2.1.3 Using 5 Parallel Multipliers: 
Figure 3 presents the 5-PM design for Binary Edwards ECC over GF (p) using projection (X/Z, Y/Z). Although 
this design uses less area than the 6-PM design, it shows comparable performance results. Furthermore, it 
enhances the hardware utilization for the ECC  
 

 
Figure 3: The 5-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/Z). 

 

2.1.4 Using 4 Parallel Multipliers: 
In this design, we use 4 PM and 2 PA to design the ECC. It consumes 6 SM and 4 SA time units.  
 Note that there are 2 Idle multipliers in the step number 6 of sequential multiplication, and 7 Idle adders in steps 
2, 3, and 4. The 4-PM design obtains better hardware utilization results than previous designs in this projection. 
The 4-PM design is presented in Figure 4  

 
Figure 4: The 4-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/Z). 
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2.1.5 Using 3 Parallel Multipliers: 
This design takes longer time than the 4-PM design. It consumes 8 SM and 4 SA steps. However, the 3-PM 
design needs less area and resources and obtains comparable hardware utilization results in comparison to 4-PM 
design. Note that we use 3 PM and 2 PA in this design. Figure 5 shows the dataflow for the 3-PM design. 

 
Figure 5: The 5-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/Z). 

 
 
2.1.6 Using 2 Parallel Multipliers: 

 
This design uses 2 PM and 2 PA to perform point doubling operation. The 2-PM design overcomes the serial 
design in terms of time-consuming with comparable hardware utilization results. Moreover, it achieves the best 
hardware utilization ratio with less area in comparison with the previous designs in this projection. However, 
this design needs more area than the serial design, and takes longer time than the other designs in standard 
projective coordinates system. Dataflow for the 2-PM design of ECC presented in figure 6 shows that 
computations in each sequential operation step commence after the completion of the previous step. For 
example, ECC cannot perform the computations in sequential step number 10, which includes M10 and M11, 
unless results from addition operation A6 in previous sequential operation have been received. It is also notable 
that arithmetic operations (multiplications, and additions) in each sequential operation step are performed in 
parallel. Thus, time-consuming is measured by the number of sequential operations whereas, the time-
consuming for one sequential multiplication operation is equivalent to three sequential addition operations.      
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Figure 6: The 2-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/ Z).  

 

2.2 L´opez-Dahab Projective Coordinates(X/Z, Y/Z2) 
 
In this projection, the usual affine coordinates (X, Y) is are represented by the projective coordinates (X/Z, 
Y/Z2). We calculate the slop M first:  
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A1= Y*Z2+Y2, A2= Z+2X, A3= aZ2+2bX, A4= X*Z+X2, A5= Z2+2X, A6= A1*A2-2bX*Z4, A7= Z3*A3-Z*A4*A5 
 
and then we use point doubling equations over GF(p) in order to find X3, Y3, and Z3 as following: 
X3= Z*A6

2-2X*A7
2  

Y3= Z*A6*A7*[3X*A7
2-Z*A6

2]-Y*A7
4  

Z3= Z*A7
2 

 
In the following designs, we apply this projection using variable number of parallel hardware units to provide a 
trade-off between several factors that affect the design of ECC, such as: Speed, Hardware Utilization, Area, and 
Security. 
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2.2.1 Using 5 Parallel Multipliers: 
In this design, we use 5 PM and 4 PA. Based on the inherent parallelism in ECC computations, we find that 
using more than 5 PM will result in at least 1 Idle multiplier in all sequential multiplications, which leads to 
consume more recourses and additional area. The 5-PM design gives the best performance results among the 
other designs that use L´opez-Dahab projective coordinates. However, this design shows relatively low 
hardware utilization results. Note that there are 7 Idle multipliers and 10 Idle adders in the 5-PM design. This 
design is shown in figure 7.  

 
Figure 7: The 5-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/ Z2). 
 

2.2.2 Using 4 Parallel Multipliers: 
 
Figure 8 presents the 4-PM design for ECC point doubling operation over FG(p). It is worth to mention that this 
design overcomes the 5-PM design in terms of hardware utilization ratio, and uses less area. Moreover, it 
achieves comparable performance level, which makes this design a preferable choice when designing Binary 
Edwards ECC over GF(p) using projection (X/Z, Y/Z2). Note that the 5-PM design was introduced by our 
previous research work in [11], which suffers low hardware utilization results. 
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Figure 8: The 4-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/ Z2). 

 
2.2.3 Using 3 Parallel Multipliers: 
In this design, we assume that the availability of resources is limited to 3 PM and 3 PA. Although the 3-PM 
design needs less area and resources with similar system utilization results compared to the 4-PM design, it 
consumes more time units. The 3-PM design is shown in figure 9.    

 
Figure 9: The 3-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/ Z2). 
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2.2.4 Using 2 Parallel Multipliers: 
Figure 10 shows the dataflow for Binary Edwards ECC design. We reduce the area and resources-consuming, 
which compromises the performance of the system. The 2-PM provides a notable trade-off in terms of time-
consuming, area, hardware utilization, security, and resources-consuming when compared the other designs 
including the serial design in this projection.      

 
Figure 10: The 2-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z, Y/ Z2). 

 

2.3 Jacobean Projective Coordinates (X/Z2, Y/Z3) 
 
In this projection, we represent the affine coordinates (X, Y) by the projective form (X/Z2, Y/Z3). We start by 
calculating the slope M and then use point doubling  equations over GF(p) in order to compute X3, Y3, and Z3 as 
following: 
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A1= Y*Z3+Y2, A2= Z2+2X, A3= aZ3+2bY, A4= X*Z2+X2, A5= Z3+2Y, A6= A1*A2-2bX*Z6, A7= Z5*A3-
Z*A4*A5 
We find X3, Y3, and Z3 by substituting in point doubling equations: 
 
X3= Z2*A6

2-2X*A7
2, 
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Y3= Z*A6*[3X*A7
2-Z2*A6

2]-Y*A7
3, and  

Z3= Z*A7 
 
In the following, we discuss several design solutions for Binary Edwards ECC using projection (X/Z2, Y/Z3), we 
also use a variable degree of parallelism to tune-up different factors that affect ECC.  

 
2.3.1 Using 5 Parallel Multipliers: 
Figure 11 presents the 5-PM design of Binary Edwards ECC over GF (p) using projection (X/Z2, Y/Z3). Our 
experiments emphasized that adding more than 5 PM only consumes extra area and has no benefit in terms of 
performance and hardware utilization due to the inherent parallelism in ECC point doubling calculations. This 
designs performs doubling operation within 7 SM and 6 SA time units which is considered the best time-
consuming results in this projection. However the 5-PM design suffers low system utilization level. 

 
Figure 11: The 5-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z2,Y/ Z3). 
 

2.3.2 Using 4 Parallel Multipliers: 
Figure 12 shows the 4-PM design. Note that it uses less area with comparable time-consuming level compared 
to the previous design. Furthermore, this design enhances the system utilization considerably. This makes this 
design a serious alternative for the 5-PM when designing Binary ECC over GF(p) using Jacobean projective 
coordinates systems (X/Z2, Y/Z3). This design achieves 75% utilization ratio, which overcomes results obtained 
by the 5-PM design. 
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Figure 12: The 4-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z2,Y/ Z3). 

 
2.3.3 Using 3 Parallel Multipliers: 
In this design, we use 3 PM and 2 PA to map ECC point doubling computations. Note that each sequential 
computation step cannot commence unless the previous step has been completed due to data dependency of 
computational mapping for ECC design. The 3-PM design achieves 97% hardware utilization with less area, 
which makes this design a preferable trade-off between area and performance. Figure 13 shows dataflow of the 
3-PM design for Edwards ECC over GF(p). Not the data can immigrate to the next sequential level after 
completing the computation of the current multiplication/ addition level due to data dependency and the inherent 
parallelism in ECC point doubling computation.  
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Figure 13: The 3-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z2,Y/ Z3). 

2.3.4 Using 2 Parallel Multipliers: 
Figure 14 shows the 2-PM design. In comparison with the 3-PM design, we find that both designs obtains the 
same system utilization results approximately. Furthermore, the 2-PM design has the priority in terms of area 
and resources-saving. However, this design still needs extra 4 SM time units compared to the 3-PM. It is notable 
that the 2-PM design overcomes the serial design in terms of time-consuming with comparable hardware 
utilization results.   

 
Figure 14: The 2-PM design for Binary Edwards ECC for point doubling operation over GF (P) using Projection (X/Z2,Y/ Z3). 

Mohammad Alkhatib et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 4 Apr 2011 1709



3. RESULTS & DISCUSSION 

 
This section presents comparisons between all designs in this research. A number of factors that affect the 
design and implementation of ECC has been considered in these comparisons as following [5, 10, 11, 26-
30]: 

1. Parallel Units(PU): Which represents the number of parallel hardware units used in the design; this 
factor plays significant role the design implementation, since it determines the required resources 
and area for implementation.  

2. Sequential Operations(SO): Which determines the performance (time-consuming) for the design; 
where the time units are measured by calculating the number of sequential multiplication (SM) and 
addition (SA) steps. 

3. Hardware Utilization(HU): To determine the degree the system will be utilized. 
4. Idle Units(IU): To compute the number of hardware components that remains idle when using the 

design. 
5. Area*Time2 (AT2)and Area*Time(AT): These two factors can be used as a measure of cost (also 

called cost factor). AT2 is used  When the priority is given to the time-consuming in the design 
implementation. On the other hand, if the main concern is the area and required resources, AT will 
be a preferable measure. 

6. Parallelization Enhancement(PE): The ratio of enhancements in parallel computations obtained using 
parallel design to the serial design.    

Tables 1, 2, and 3 showed summary of results for Binary Edwards ECC designs over GF(p) using 
Homogeneous , L´opez-Dahab, and Jacobean projective coordinates respectively. Our results show that the 
7-PM design shown in table 1 achieves the best time-consuming results compared to other designs 
throughout projections used in this research, it needs 4 SM and 3 SA (time units) to perform point doubling, 
which is considered the shortest critical path delay. Furthermore, this design enhances AT2(cost factor) to 
reach 112. Therefor, the 7-PM design is a considerable choice when the system performance has the main 
priority in ECC design. The Other designs: 6-PM-serial design, compromise the performance to reduce the 
area, and resources-consuming, and to enhance system utilization for ECC. For example: Hardware 
Utilization can be enhanced by 100% approximately using 2-PM design. On the other hand, this affects the 
performance and AT2 cost; time-consuming is increased to 11 SM, and 5 SA. However, since the aim of the 
2-PM design is to save area and resources, we focus on the AT cost factor which obtains the best results 
using 2-PM design and the serial design. Moreover, it is notable from table 1 that 2-PM design achieves 50% 
enhancements in terms of system performance compared to the serial design. This provides a considerable 
trade-off between performance, area, resources-consuming, hardware utilization, and cost.  
Results in table 1 show that 5-PM design is preferable choice for 5 SM performance level, since it receives 
the same time-consuming results with less area and much better utilization degree.    

Design PU SO IU HU PE AT2 AT 

7-PM Design[2] 7M, 5A 4 SM, 3 SA 6M, 6A 76% 550% 112 28 

6-PM Design 6M, 5A 5 SM, 3 SA 8M, 6A 71|% 440% 150 30 

5-PM Design 5M, 5A 5 SM, 3 SA 3M, 6A 83% 440% 125 25 

4-PM Design 4M, 4A 6 SM, 4 SA 2M, 7A 86% 367% 144 24 

3-PM Design 3M, 5A 8 SM, 3 SA 2M, 6A 86% 275% 192 24 

2-PM Design 2M, 2A 11 SM, 5 SA  1A 100% 200% 242 22 

Serial Design[1] 1M, 1A 22 SM, 9 SA - 100% - 484 22 

Table 1: Comparison between different designs in projection (X/Z, Y/Z). 

Designs that use L´opez-Dahab projective coordinates are shown in Table 2. Note that the shortest time delay 
for this projection is 6 SM and 5 SA, which can be achieved using 5-PM and 4-PM designs. Although both 
designs obtains the same performance level, the 4-PM designs shows much better system utilization degree, and 
with less area. Furthermore, both cost factors AT&AT2 were improved using 4-PM design.  
As expected, results obtains from the other designs in this projection show a trade-off between several factors. 
While 2-PM, and 3-PM overcome the serial design in respect to time-consuming and AT2 cost, hardware 
utilization degree, and AT cost were better in the serial design. This trade-off  provides a variety of design 
choices which might be useful in different EC applications based on the requirements and required resources.     
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Design PU SO IU HU PE AT2 AT 
5-PM Design[11] 5M, 4A 6 SM, 5 SA 7M, 10A 73% 383% 180 30 

4-PM Design 4M, 4A 6 SM, 5 SA 1M, 10A 87% 383% 144 24 

3-PM Design 3M, 3A 8 SM, 5 SA 1M, 5A 90% 288% 192 24 

2-PM Design 2M, 3A 12 SM, 5 SA 1M, 5A 90% 192% 288 24 
Serial Design[14] 1M, 1A 23 SM, 10 SA - 100% - 529 23 

Table 2: Comparison between different designs in projection (X/Z, Y/Z2). 
 
Table 3 presents results of designs using Jacobean projective coordinates system. The 4-PM design overcomes 
the 5-PM, and the other designs in this projection in terms of hardware utilization, and performance respectively. 
It is worth mentioning, that 3-PM design obtains much better hardware utilization (which means the design will 
be saturated in this point), AT, and AT2 results with less area. However, it consumes extra 1 SM, and 1 SA steps 
in comparison with 4-PM and 5-PM designs. The best parallelization enhancements results are accomplished 
using 4-PM design.  

 
Design PU SO IU HU PE AT2 AT 

5-PM Design[11] 5M, 4A 7 SM, 6 SA 11M, 14A 63% 343% 245 35 

4-PM Design 4M, 4A 7 SM, 6 SA 4M, 14A 75% 343% 196 28 

3-PM Design 3M, 3A 8 SM, 7 SA 4A 97% 300% 192 24 

2-PM Design 2M, 3A 12 SM, 7 SA 4A 97% 200% 288 24 
Serial Design[14] 1M, 1A 24 SM, 10 SA - 100% - 576 24 

Table 3: Comparison between different designs in projection (X/Z2, Y/Z3). 
 
4. CONCLUSIONS 

 
Several hardware designs for Binary Edwards Elipti Curve Crypto-system point doubling computations over 
GF(p) are discussed in this paper. Our designs are introduced and investigated using the three well-known 
projective coordinates systems: Homogeneous, L´opez-Dahab, and Jacobean coordinates. All our designs 
perform ECC point doubling operation with no inversion operation due to the ability of projective coordinates to 
convert inversion to a number of multiplications which enhances the performance of ECC considerably. 
Furthermore, we provides almost all design choices for Binary Edwards ECC point doubling using the 
mentioned projections. These designs consider a trade-off among different factors that affect ECC design, such 
as: time-consuming, hardware utilization, area, resources-consuming, and the cost factors. This will be useful to 
select the most suitable hardware design to several ECC application based on design requirements and available 
resources.  
It is worth to mention that the 7-PM design using projection (X/Z, Y/Z) achieves the best time consuming and 
AT2 results, which means that it will be a preferable design choice, if the performance (speed) was the main 
priority. On the other hand, the other designs tune-up different factors to introduce the most efficient design 
according to requirements of ECC application. For example, in some designs, we compromise the speed to 
enhance system utilization and AT cost, and to reduce area. This will be useful in many ECC applications such 
as digital signature, and key exchange 
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