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Abstract 

 Now a days, Association rule plays an important role. The purchasing of one product when another 
product is purchased represents an association rule. The Apriori algorithm is the basic algorithm for mining 
association rules. This paper presents an efficient Partition Algorithm for Mining Frequent Itemsets(PAFI) using 
clustering. This algorithm finds the frequent itemsets by partitioning the database transactions into clusters. 
Clusters are formed based on the similarity measures between the transactions. Then it finds the frequent 
itemsets with the transactions in the clusters directly using improved Apriori algorithm which further reduces 
the number of scans in the database and hence improve the efficiency. 
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1.INTRODUCTION 
 
 Mining association rule is one of the recent data mining research. Association rules are used to show 
the relationships between data items. Association rules are frequently used in marketing, advertising and 
inventory control .Association rules detect common usage of items. This      problem is motivated by 
applications known as market basket analysis to find relationships  between  items   purchased 
by customers [4], that is, what kinds of products tend to be purchased together.This paper presents an efficient 
Partition Algorithm for Mining Frequent Itemsets (PAFI) using clustering technique. This algorithm finds the 
frequent itemsets by partitioning the database transactions into clusters. Clusters are formed based on the 
similarity measures between the transactions. Then it  finds  the   frequent  
itemsets   with   the   transactions   in  the clusters   directly  using the   improved Apriori algorithm which 
further reduces the number of  scans in the database and hence improve the efficiency. 
2.ASSOCIATION  RULE  PROBLEM A database  in which an association rule is to be found is viewed as 
set of tuples, where each tuple contain a set of items. Each item represents an item purchased while each tuple is 
the list of  items purchased at one time. The  support(s) of an item is the percentage of transactions in which that 
item occurs. Given a set of items I={I1,I2,….Im} and a database transactions D={t1,t2……tn} where  
ti={Ii1,Ii2….Iik}   and Iij   I ,    an  
association rule is an implication of  the   form X    Y where  X, Y I   are     sets of items called itemsets 

and            X Y .The confidence or strength ( ) for an association rule    X    Y is the ratio of  the 
number of transactions that contain XY to the number of transactions that contain X. 
 The association rule problem is to  identify  all  association    rules with a   
minimum support and confidence. The efficiency of an association rule algorithms usually discussed with 
respect to the number  of scans of the database that are required and the maximum number of itemsets that must 
be counted. 
 The most common approach to find association rules is to break up the problem into 2 parts 
1.Find Large Itemsets 
2.Generate rule from the frequent Itemsets 
 A  Large  (Frequent) Itemset  is an Itemset whose number of occurance is above the threshold (s).  
3.APRIORI  ALGORITHM 
 
 The Apriori  Algorithm is the most well known association rule algorithm and it is used in most 
commercial products. It uses largest itemset property[1]. 
 “Any subset of a large itemset must be large” 

The basic idea of Apriori algorithm is to generate    item sets of   a  
particular size and then scan the database to count these to see if they are large. Only those candidates that are 
large are used to generate candidates for the next scan. Li is used to generate next Ci+1. L represent Large 
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Itemset. C represents candidate items. All singleton itemsets are used as candidates in the first pass.    The set of  
large item sets of the previous pass,Li-1 is joined with itself to determine the candidates. Individual itemsets 
must have all but one item in common in order to be combined. 
 
4.CLUSTERING AND PARTITIONING 

  

Clustering is a data mining technique used to place data elements into related groups without advance 
knowledge of the group definitions. Clustering can be considered the most important unsupervised learning 
problem; so, as every other problem of this kind, it deals with finding a structure in a collection of unlabeled 
data. A cluster is therefore a collection of objects which are “similar” between them and are “dissimilar” to the 
objects belonging to other clusters. Clustering algorithms may be classified as listed below: 

 Exclusive Clustering 
 Overlapping Clustering 
 Hierarchical Clustering 
 Probabilistic Clustering  

Data set partitioning algorithm is the basis of the various parallel association rule mining algorithm and 
distributed association rule mining algorithm. The partition algorithm [5]-[6]-[7] is based in the observation that 
the frequent sets are normally very few in number compared to the set of all itemsets. In recent years several fast 
algorithms including Apriori [7] and Partition [6] for generating frequent itemsets have been suggested in the 
literature [9]-[10]-[11]-[12]-[13]. A critical analysis of these has led the authors to identify the following 
limitations/shortcomings in them.  In [8]
� By taking advantage of the large itemset property, this is that a large itemset must be large in at least one of 
the partitions. This idea can help to design algorithms more efficiently than those based on looking at the entire 
database.  
 
� Partitioning algorithms may be able to adapt better to limited main memory. Each partition can be created 
such that it fits in to main memory. In addition it would be expected that the number of itemsets to be counted 
per partition would be smaller than those needed for the entire database.  
 
� By using partitioning, cluster based and/or distributed algorithms can be easily created, where each 
partitioning could be handled by a separate machine.  
 
� Incremental generation of association rules may be easier to perform by treating the current state of the 
database as one partition and treating the new entries as a second partition.  

As the result, if the set of transactions  are partitioned in to smaller  
segments such that each segment can be accommodated in the main memory, then the set of frequent sets of 
each of these partitions can be computed. Therefore this way of finding the frequent sets by partitioning the 
database may improve the performance of finding large itemsets in several ways. 
 
 Various approaches for generating large item sets have been proposed based on partitioning  the set of 
transactions. The clusters are formed by partitioning the set of transactions based on the similarity measures 
between the transactions. Transactions are iteratively merged in to the cluster that are closest. 
 This PAFI algorithm suggests the number of  clusters (NOC)that are formed based on the number of 
transactions or total count of transactions (COT). By assumption, it can be calculated as the ratio of number of 
transactions to some random natural number N. The transaction having largest number of items will be put in 
the first cluster CL1 .The transaction having the next highest number of items will be put in the next cluster CL2. 
This process is repeated until each  cluster have at most one itemset. Next all the transactions   in the   database 
are scanned and put the transaction   into the cluster that have  the highest similarity measures with the existing 
itemset. The similarity is measured based on that the number of items  that are in common with the existing 
itemset. Then  the number of transactions with in each cluster is counted.  

In order to find the Largest item set it is enough to go through the transactions with in the clusters. The 
cluster that have the total number of transactions  less than some threshold value will be deleted. For finding the 
large itemsets  it is enough to go through the transactions with in the clusters. There is no need to go through the 
entire database again. Hence it reduces the redundant database scan and improves the efficiency. If we apply the 
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Improved APRIORI algorithm to find large itemsets after partitioning it will further reduces the number of scans 
and improves efficiency.  
 
  5. ALGORITHM  
 
    5.1. PAFI   (Partition     Algorithm for  Frequent Itemsets) ALGORITHM 
 
Begin 
Number of clusters(NOC)=count of  transactions(COT)/N //N is random natural number 
FOR i= 1 to NOC DO BEGIN 
FOR each cluster Ci  DO BEGIN 
FOR each transaction tD  DO BEGIN 
Find t such that t having highest number of items 
Put t in Ci  

END 
END 
Return  Clusters with 1 itemset. 
 
  5.2.Improved Apriori Algorithm 
 
           Improved Apriori algorithm mines frequent itemsets with out new candidate generation[2].In this 
algotithm we are computing  the frequency of frequent k-itemsets from k-1 itemsets. If k is greater than the size 
of the transaction T,there is no need to scan the transaction T which is generated by (k-1) itemsets according to 
the nature  of Apriori algorithm, and we can remove it. 
 
Improved Apriori Algorithm  
 
//AprioriGen to find frequent itemset 
 
FOR i= 1 to NOC DO BEGIN 
FOR each cluster Ci  DO BEGIN 
If  count(t) >  threshold then  
FOR each transaction tCi DO BEGIN 
FOR each item p in t DO BEGIN  
// for singleton itemsets 
Find count(p) 
END  
FOR each item p,q in t DO BEGIN 
// for 2 itemsets 
Find count(p,q) 
END 
END 
If count(p) <minsupport then delete t from Ci; 
Repeat  Until frequent itemsets occurs 
Else  
Skip Ci 
END 
L=LULi; 

END 
END 
Return L; //L gives set of all frequent itemsets 
 
   This improved algorithm efficiently finds the frequent itemsets .Thus reduces the number of scans and save 
space also the computing time is improved. 
 
6. EXPERIMENTAL  RESULTS 
 

This is an example based on the following transactions in the database D. First we are applying 
Partition algorithm(PAFI) to find clusters then we are applying Improved Apriori algorithm to find the frequent 
itemsets. 
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Steps: 
1.For a given set of    transactions in the database D, it applies partition algorithm in order to find clusters based 
on the number of transactions. Here we are getting 2 clusters CL1 and CL2. 
2.Here CL2 has less number of transactions that is less than the threshold value so we are deleting the 
transactions in CL2 and we are concentrating on the transactions in CL1.  
3.Now apply the improved Apriori algorithm ,by finding the count of an each item from D1.Since scanning is not 
done using the entire database transactions D it improves the efficiency. These set of items will be considered as 
candidates C1.These transactions will be considered as D1. 

 
 

 
Fig1: Generation of Frequent Itemsets 
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4.D1 is scanned to generate C2 candidates and find the count of each candidate. 
 
5.Compare candidate support with minimum support.The candidates having less count than the minimum 
support will be deleted..The above process is repeated for C3.  
 
6.This will be generated for Ck until Ck+1 becomes empty. 
 
7.CONCLUSIONS 
 

In this paper, the Partition Algorithm  for Frequent   Itemset (PAFI)  
is proposed before applying Improved Apriori Algorithm. This algorithm reduces the number of scans in the 
database and improves efficiency and computing time by taking the advantage of clustering technique. By 
experiment results, it can obtain higher efficiency. 
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