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Abstract— In this paper we propose a unique approach to text dependent speaker identification using 
transformation techniques such as DCT (Discrete Cosine Transform) and WHT (Walsh and Hadamard Transform). 
The feature vectors for identification are extracted using two different techniques using the transforms, one without 
overlap and the other with overlap. The results show that accuracy increases as the feature vector size is 
increased from 64 onwards. But for feature vector size of more than 512 the accuracy again starts 
decreasing. The maximum accuracy without overlap is more than with overlap for both the transforms. 
Also the results show that DCT performs better than WHT. The maximum accuracy obtained for DCT is 
94.28% for a feature vector size of 512. 
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I.  INTRODUCTION  

  Security poses the biggest threat in today’s world due to extensive use of internet technology as well as due to 
multi-user applications. The solution to this problem is attained by granting access to authorized users. Speaker 
Recognition technology can be used for restricting services to authorized people. This technique makes use of 
the speaker’s voice to substantiate their identity for the purpose of controlled access to information and 
reservation service, control of financial transactions, entrance into safe or reserved areas, buildings, voice mail 
and voice dialing [1 – 2]. Speaker recognition is the process of automatically recognizing the speaker on the 
basis of individual information subsumed in speech signals. Speaker recognition can be classified into two 
types: speaker identification and speaker verification. Speaker identification is the process of ascertaining a 
speech utterance from an unknown speaker by comparing it with speech models of known speakers. Speaker 
verification is the process of accepting or rejecting the identity claimed by a speaker by comparing it with a 
model for the speaker whose identity is being claimed [3]. 
  Speaker identification dilemma is categorized into Text-Dependent and Text-Independent systems. The Text-
Dependent systems require the speaker to provide utterances of specific predefined key words or sentences, 
whereas the latter do not rely on a specific text. Compared to text dependent Speaker Identification, text 
independent Speaker Identification is more convenient because the user can speak freely to the system. However 
it requires longer training and testing utterances to achieve good performance [4 – 6]. Research and 
development on speaker recognition methods and techniques has been undertaken for well over four decades 
and it continues to be an active area. Approaches have spanned from human aural and spectrogram comparisons, 
to simple template matching, to dynamic time-warping approaches, to more modern statistical pattern 
recognition approaches, such as neural networks and Hidden Markov Models (HMMs) [7 – 12]. It is interesting 
to note that, we are still striving to extract and recognize different information from the speech signal. Many of 
the same features and techniques successfully applied to speech recognition have also been used for speaker 
recognition. Over this same time, research and development corpora have evolved from small, private corpora 
(5-10 speaker) under laboratory clean, controlled conditions (single session, read speech) to large, publicly 
available corpora (500+ speakers) reflecting more realistic and challenging conditions (extemporaneous speech 
from landline and cellular telephone channels). Benchmark evaluations using common corpora and paradigms 
have been conducted for several years (e.g. YOHO, CAVE project, NIST) allowing comparison of technical 
approaches and focusing effort on common challenges. The field has matured to the point that commercial 
applications of speaker recognition have been steadily increasing since the mid-1980s, with a large number of 
companies currently offering this technology [13 – 16], but the results are still not satisfactory. 
   We have proposed speaker recognition using vector quantization in time domain by using LBG (Linde Buzo 
Gray), KFCG (Kekre’s Fast Codebook Generation) and KMCG (Kekre’s Median Codebook Generation) 
algorithms [17 - 19] and in transform domain using DFT, DCT and DST [20]. 
   The concept of row mean of the transform techniques has been used for content based image retrieval (CBIR) 
[21 – 24]. This technique also has been applied on speaker identification by first converting the speech signal 
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into a spectrogram [25]. We have proposed speaker identification using row mean of different transform 
techniques [26].  
In this paper we propose an algorithm for speaker Identification using the DCT and WHT by two methods, 
namely without overlap and with overlap. The performance of both the transform is analyzed and the results 
have been shown. The transform techniques have been explained in section II and the two methods of feature 
extraction are described in section III. Section IV explains the feature matching technique, section V comprises 
of the results and the conclusion is given in section VI. 
 

 

II. TRANSFORMS TECHNIQUES 

A. Discrete Cosine Transform 

A discrete cosine transform (DCT) expresses a sequence of finitely many data points in terms of a sum 
of cosine functions oscillating at different frequencies. DCTs are important to numerous applications in science 
and engineering, from lossy compression of audio and images (where small high-frequency components can be 
discarded), to spectral methods for the numerical solution of partial differential equations. 
In particular, a DCT is a Fourier-related transform similar to the discrete Fourier transform (DFT), but using 
only real numbers. DCTs are equivalent to DFTs of roughly twice the length, operating on real data 
with even symmetry (since the Fourier transform of a real and even function is real and even). There are eight 
standard DCT variants, of which four are common. The most common variant of discrete cosine transform is the 
type-II DCT, which is often called simply "the DCT". The discrete cosine transform is given by (1). 

 

 

Where  y(k) is the cosine transform, k=1,…, N. 

     k=1 

                                 

   2≤k≤N 

The DCT, and in particular the DCT-II, is often used in signal and image processing, especially for lossy data 
compression, because it has a strong "energy compaction" property [17 – 20].  

B. Walsh Hadamard Transform (WHT) 

The Walsh transform or Walsh–Hadamard transform is a non-sinusoidal, orthogonal transformation 
technique that decomposes a signal into a set of basis functions. These basis functions are Walsh functions, 
which are rectangular or square waves with values of +1 or –1. The Walsh–Hadamard transform returns 
sequency values. Sequency is a more generalized notion of frequency and is defined as one half of the average 
number of zero-crossings per unit time interval. Each Walsh function has a unique sequency value. You can use 
the returned sequency values to estimate the signal frequencies in the original signal. The Walsh–Hadamard 
transform is used in a number of applications, such as image processing, speech processing, filtering, and power 
spectrum analysis. It is very useful for reducing bandwidth storage requirements and spread-spectrum analysis. 
Like the FFT, the Walsh–Hadamard transform has a fast version, the fast Walsh–Hadamard transform (fwht). 
Compared to the FFT, the FWHT requires less storage space and is faster to calculate because it uses only real 
additions and subtractions, while the FFT requires complex values. The FWHT is able to represent signals with 
sharp discontinuities more accurately using fewer coefficients than the FFT. FWHTh is a divide and conquer 
algorithm that recursively breaks down a WHT of size N into two smaller WHTs of size N / 2. This 
implementation follows the recursive definition of the  Hadamard matrix HN: 

 

 
                            

The  normalization factors for each stage may be grouped together or even omitted. The Sequency 
ordered, also known as Walsh ordered, fast Walsh–Hadamard transform, FWHTw, is obtained by computing the 
FWHTh as above, and then rearranging the outputs. 

Dr. H B Kekre et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 3 Mar 2011 1296



 

III. FEATURE EXTRACTION 

If y (t) is the speech signal, the digitized speech signals can be represented by Y[n] where ‘n’ indicates the 
sample point which has values from 0 to N-1 and N depends on the sampling frequency and the length of the 
speech signal. The feature vectors are extracted from these digitized speech samples using two techniques: one 
without overlap and the other with overlap of the sample points. 

A. Without overlap 

The procedure for feature vector extraction without overlap is given below:  

1. The digitized speech signal is divided into groups of n samples. (Where n can take values: 64, 128, 256, 
512, 1024, 2048, 4096 and 8192) samples.  

2. These blocks are then arranged as columns of a matrix and then transform (either DCT or WHT) is taken.  

3. The mean of the absolute values of the rows of the transform matrix is then calculated. 

4. These row means form a column vector (1 × n where n is the number of rows in the transform matrix).  

5. This column vector forms the feature vector for the speech sample. 

6. The feature vectors for all the speech samples are calculated for different values of n and stored in the 
database. 

Fig. 1 shows the row mean (feature vector) generation technique for a speech signal having 15 sample points,      
which is then divided into groups of 5 sample points. Figure 3 shows the row mean generation with DCT and 
WHT  without overlap for a grouping of 64 sample points for one of the samples in the database  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Row Mean Generation Technique without overlap 

 

 

B. With overlap 

The procedure for feature vector extraction without overlap is given below: 
 
 The digitized speech signal is divided into groups of n samples. (Where n can take values: 64, 128, 256, 

512, 1024, 2048, 4096 and 8192) samples, by considering an overlap of 25% between consecutive 
blocks. 

 E.g. if the first block for a grouping of 64 is from 1 to 64, then the second block will be from 48 to 112 
and so on. 

 Then the procedure for feature extraction is same as that without overlap as explained in (A) above. 
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Fig. 2 shows the row mean (feature vector) generation technique for a speech signal having 17 sample 
points, which is then divided into groups of 5 sample points by considering an overlap of 2 between two 
consecutive blocks. 

IV. FEATURE MATCHING  

The matching process involves identifying the speaker. Speaker Identification or matching is done using the 
minimum Euclidean distance between the feature vector of the test sample and the feature vector of the samples 
stored in the database. The algorithm for this process is given below:  
1.  Read the test sample. 
2.  Extract the feature vector of test sample. 
3.  Calculate the Euclidean distance between feature vectors of the samples in the database with the test 

sample.  
4. Select the sample which has smallest Euclidean distance with the test sample and declare the speaker         

corresponding to this sample from the database as the identified speaker. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Row Mean Generation Technique with overlap 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Row Mean Generation without overlap for a grouping of 64 sample points for one of the samples in the database 
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V. RESULTS 

A. Basics of speech signal 

The speech samples used in this work are recorded using Sound Forge 4.5. The sampling frequency is 8000 
Hz (8 bit, mono PCM samples). Table I shows the database description. The samples are collected from different 
speakers. Samples are taken from each speaker in two sessions so that training model and testing data can be 
created. Twelve samples per speaker are taken. The samples recorded in one session are kept in database and the 
samples recorded in second session are used for testing. 

TABLE I.     DATABASE DESCRIPTION 

Parameter Sample characteristics 
Language English 
No. of Speakers 105 
Speech type Read speech 
Recording conditions Normal. (A silent room) 
Sampling frequency 8000 Hz 
Resolution 8 bps 

 

B. Experimental Reults 

      The feature vectors of all the reference speech samples are stored in the database in the training phase. In the 
matching phase, the test sample that is to be identified is taken and similarly processed as in the training phase 
to form the feature vector. The stored feature vector which gives the minimum Euclidean distance with the input 
sample feature vector is declared as the speaker identified. The accuracy of the identification system is 
calculated as given by equation 3. 
 

                                     (3) 

 

Fig. 4 shows the results obtained for DCT and WHT for different feature vector sizes without overlap. The results 
show that the accuracy increases as the feature vector size increases from 64 to 512 for DCT (80.95% for a 
feature vector of size 64 to 94.28% for a feature vector of size 512). As the feature vector size is further increased, 
accuracy decreases (85.7% for a feature vector of size 8192).  For WHT, also, the accuracy increases as the 
feature vector size is increased from 64 to 1024 (72.38% for a feature vector of size 64 to 84.76% for a feature 
vector of size 1024). The accuracy then decreases to about 63% for a feature vector of size 8192 samples. The 
results show that DCT gives better results as compared to WHT. The maximum accuracy is obtained with DCT 
feature vector of size 512 (94.28%). Fig. 5 shows the results obtained for DCT and WHT for different feature 
vector sizes with an overlap of 25%.  (for a feature vector of size 64, the overlap is of 16, for a feature vector of 
size 128, the overlap is 32 and so on). The results show a similar pattern as without overlap. The maximum  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Accuracy of DCT and WHT without overlap for different feature vector sizes 
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Figure 5.  Accuracy of DCT and WHT with overlap for different feature vector sizes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Comparison of results with and without overlap 

accuracy for DCT is 94.28% for a feature vector of size 512. For WHT, the maximum accuracy is 81.28% for a 
feature vector of size 512. Fig. 6 shows the comparison of both the methods, i.e. without overlap and with overlap 
for both the transforms. The comparison shows that for DCT, the accuracy with overlap is more for a feature 
vector of size 64 and 128. But as the grouping is increased, there is not much difference and taking overlap does 
not increase the accuracy. For WHT also a similar trend is observed. As can be seen from the results the 
maximum accuracy for both the transforms is obtained without taking an overlap. Also the results of DCT are 
much better than WHT. 

VI. CONCLUSION 

In this paper we have compared the performance DCT and WHT for different feature vector size with and 
without overlap for speaker identification. Accuracy increases as the feature vector size is increased from 64 
onwards. But for feature vector size of more than 512 the accuracy again starts decreasing. The maximum 
accuracy without overlap is more than with overlap for both the transforms. Also the results show that DCT 
performs better than WHT. The maximum accuracy obtained for DCT is 94.28% for a feature vector size of 
512. The present study is ongoing and we are analyzing the performance on other transforms. 
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