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Abstract—The problem with MOLAP is that large tables should be loaded in main memory, which can 
slow the system, even saturate the memory. In this work, we present a new compression method, called 
BTC, for multidimensional data warehouses. Several methods have been proposed in the literature that 
can compress the data such as the Bitmap method. The main purpose of BTC is to improve the access 
time on data. This technique is based on the concept of B-Tree. We implemented this new method, and 
then we compared and analyzed it with Bitmap method used in the literature. Numerical results are 
obtained and presented in this paper. 
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I.  INTRODUCTION 

Decision Support Systems have become a key contributor to mark a significant competitive advantage for 
businesses. Many companies have adopted data warehouses from operational databases. Thus, data warehouse 
analysis tools, On-Line Analytical Processing (OLAP), represent an effective solution for business intelligence. 
These systems are based on the multidimensional paradigm, based on the concepts of dimension, fact, measure 
and OLAP operators. These systems provide a multidimensional analysis of large amounts of data. Ever since 
the OLAP industry started, there has been an ongoing debate about the best way to store data for OLAP. One 
school of thought advocates storing and analyzing data using relational databases, which have long been known 
for their ability to scale to large amounts of data. This is known as Relational OLAP (ROLAP). In this case, 
analysis of data is done using SQL queries. The other school of thought says that multidimensional data 
processing should be done using a specialized storage format (called a multidimensional database, or MDDB) 
designed to quickly answer OLAP queries. This is known as Multidimensional OLAP (MOLAP) ([9], [16], 
[23]). The major benefit of MOLAP is that data is presented to the users in an intuitive multidimensional fashion 
that they can very easily access without needing to write complex and lengthy SQL. Further, because the storage 
format is optimized for multi-dimensional analysis, it may be possible to obtain much better performance than 
using SQL. The MOLAP is optimized for OLAP multidimensional analysis. This is a form of multidimensional 
hypercube that can represent data as an intersection of n dimensions; these dimensions may be more or less 
dense, thus characterizing the density or sparsity of the cube. In this work, we focus on the latter. 
Multidimensional data cubes are composed of dimensions and measures. The dimension values are treated as 
indices of multidimensional arrays. The position of the measured value in multidimensional arrays can be 
calculated by the size values:  kn MMDDR ,,;,, 11  , where iD  represents the dimensions and jM  

represents the measure. The large size of most data warehouses (typically hundreds of gigabytes to terabytes) 
results in significant storage costs and causes us to find an efficient compression technique for reducing the size 
of these warehouses. The problem associated to MOLAP is that large tables should be loaded in main memory, 
which can slow the system or saturate the memory. Thus, one solution is to use a compact structure for 
representing data in tables. Because of the existence of null values in these data, the result can be compressed 
with less disk space. On another critical issue in these schemes is how to quickly access data to answer queries. 
 Many compression methods have been adopted ([3], [7], [13], [19], [23]). Most of these methods take both the 
principle of forward and backward mapping. Thus, they provide access to data in its compressed form and 
perform operations on it directly without decompression. Similarly, many algorithms are developed to allow the 
use of aggregation operations directly on the compressed form. In general, compression methods used in the 
database are classic, such as: Header Compression method, and the method Run-Length Encoding bitmap 
compression method, etc. 

The goal of this paper is to describe, new compression method named BTC (BTreeCube), for 
multidimensional data warehouses. This method aims to compress data in large relational databases by improving 
the access performance in the compressed cube. The remainder of the paper is organized as follows. In Section 2, 
we introduce the data wharehouse. Section 3 describes the related works on data compression. In section 4, we 
present the BTC compression method for multidimensional data warehouse. Section 5 discusses the performance 
evaluation. Finally, in section 6 we conclude and we describe future works. 
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II. DATA WAREHOUSE 

A data warehouse is a centralized and universal of all corporate information ([6], [25]). This was to be a 
subject-oriented database, integrated and containing historical information from multiple data sources, non-
volatile and exclusively for the processes of strategic decision support. In general, the data warehouse is 
maintained separately from operational databases of the organization for several reasons. The data warehouse 
supports online analytical processing (OLAP) and online transaction processing (OLTP). A data warehouse is 
based on a multidimensional data model which shows the data as a data cube. A data cube, such as sales, allows 
modeling and seeing the sales data in multiple dimensions ([12]). The representation of the fact table is in the 
form of a cube, where each axis represents a dimension. 
To cope with new challenges, the company must collect, process, analyze information about its environment to 
anticipate. But this information produced by the company is superabundant, unorganized and scattered across 
multiple heterogeneous operating systems and can come from all marketplaces. It is essential to collect and 
standardize data to allow analysis of indicators to aid decision making. The purpose of the data warehouse is to 
define and incorporate an architecture that serves as the foundation for business intelligence applications. The 
technical infrastructure implementation is able to integrate, organize, store and intelligibly coordinate data 
generated within the information system (from production applications) or imported from outside the 
information system in which the end users derive relevant information using tools restitution and analysis. 
 

In data warehouses, data are divided into facts and dimensions. The facts are the important entity (i.e. sales) 
and include measures that can be grouped (i.e. Price). The dimensions describe the facts; such a sale has the 
dimensions: product and Time magazine. Multidimensional data cubes are composed of dimension and measures. 
The dimension values are treated as indices of multidimensional arrays. The position of the measured value in 
multidimensional arrays can be calculated by the size values:  kn MMDDR ,,;,, 11  , where iD  

represents the dimensions and jM  represents the measure (example: sales of products (Product, Time, Store)) 

([23]). The cube can have several dimensions, theoretically no limit to the number of dimensions, typically from 
April to December cubic dimensions, more than three dimensions of the hypercube term is sometimes used. A 
cell is given combinations of dimension values, so that a cell can be empty (no data for a specific combination). A 
cube called "sparse" is a cube with a few cells non-empty and dense cube is a cube with many non-empty cells. 
Thus, it is useful to compress the cubes "sparse" while eliminating empty cells, which results in less disk space 
([5]). 

III. RELATED WORKS ON DATA COMPRESSION  

The compression concept is to reduce the physical size of information ([2], [18], [26]).The compression method 
is intrinsically depends on the type of data to be compressed, For example, a method compression of an image is 
different of a method compression of audio file. It leads to use appropriate algorithm in order to optimize the 
data by using the considerations specific to the type of data to compress. A decompression is needed to 
reconstruct the original data using the inverse algorithm of the one used in compression. Data compression 
presents several advantages such as: reducing the storage capacity, reducing the transfer time, and enhancing the 
data security, etc. 

The multidimensional data cube inherits the idea of compression from relational databases because it shares 
the same properties of sparsity, the numeric data types, and the large amounts of data. Many articles have shown 
the importance of data compression in particular for large scientific databases and statistics ([11], [24]). The 
advantages and disadvantages of data compression are discussed as well. Many compression methods have been 
presented ([1], [4], [7], [14], [15], [17], [19], [20], [21], [23]). In the remainder of this section, we present several 
compression methods described in the literature. An analysis of these methods is done while specifying their 
advantages and disadvantages. Also, we present a numerical example illustrating the functioning of each method.  

III.1 Bitmap compression method 

The bitmap compression method is to divide the logical database in two parts ([7], [8], [10]). The first part is 
a string of data sources that consists of a sequence of bits in which the bits “1” are references to a non-constant 
data from the database logic and bits “0” are references to constant data. The second part consists of non-
constant values, i.e. values that cannot be deleted. This compression method is easy and simple to program. 
However, its mechanism based on forward and backward mapping must check all the bits in the bitmap string. 
So the complexity of access is of the order )(NO  where N is the number of bits in bitmap equivalent to the 

number of items in the database logic.  
 

Applying this method in a multidimensional case, the compression process begins by creating a 
multidimensional cube of bits with the same size as the original cube and one-dimensional array to store non-
empty values, called the value vector. Then we start reading sequentially each cell in the data cube: if the cell is 
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empty, the corresponding value in the multi-dimensional array of bits will be set to 0, otherwise it will be set to 1 
and the value of measuring the origin value will be added to the vector value. 

III.2 Run Length Encoding compression method 

The compression method Run Length Encoding (RLE) is based on the repetition of consecutive elements 
([19]). It is based on the mechanism of forward and backward mapping and it depend on the number of distinct 
values. The basic principle is to encode a first element giving the number of repetitions of a value, and then 
complete it by the value to repeat. This method is very simple to program but it is useful only in cases where 
there are many consecutive identical data.  

III.3 Header compression method 

The compression method based on Header Compression is a combination of constant values and non-
constant. The vector L represents the logical database which consists of two values (0: constant to remove and 

iV  is non-constant) ([7]), and it leads to two vectors such as: 

- The vector H contains the accumulated score of alternative values of non-constant and constant. 
- The vector P contains the non-constant values. 

  
The number of access in the "forward and backward mapping” mechanisms is of the order of )(log SO  where S 

is the size of the vector H. 

III.4 Bit compression method 

This Bit compression method consists in compressing the attributes of numerical values ([21]). If the domain 
of values of an attribute is k (values ranging from 0 to k-1), the recommended number of ASCII characters to 
represent each attribute value is ][log10 k . This requires ][log8 10 k  bit, is that each character is represented by 

one byte of 8 bits. In this method, each attribute is represented by ][log2 k  bits so there is a simplification of 

order ][log][log8 210 kk   bits. 

III.5 Range Cube compression method 

The Range cube method involves constructing a tree from an initial table. Two types of information are 
stored in a node of this tree: the values of dimensions and measures ([23]). These measures are an aggregation 
of tuples descendants of a node. Each leaf represents a distinct tuple. Each node can contain several common 
dimensions that constitute a key.  
This method uses the correlation in the datasets to reduce the cost of aggregation. However, it is not an optimal 
compression method. 

III.6 BAP compression method 

A compression method such as BAP technique is presented in literature. Its principle is to provide an 
efficient compression mechanism where the "forward and backward mapping” is considered efficient. In this 
method, the physical database consists of three parts: 

• Physics Vector (PV) 
• Bit Vector (BV) 
• Address Vector (AV) 

The search for an item using the mechanism of "forward and backward mapping" requires a single disk access. 
 
Part of PV: 
Consider the following logic database:  NxxxDB ,,, 21  . Consider the constant c that must be removed. The 

Physics Vector PV is the vector of non-distinct constants in BD. Thus the vector is represented as 
 nyyyPV ,,, 21   where jy  belongs to DB, jy  differs from c where Nnnj  ,1  

 
Part of BV: 
The Bit Vector, BV, is composed of N bits. It is represented as follows: 

 NbbbBV ,,, 21  where  cxifb ii  1 Ni  1  

cxifb ii  0 Ni  1  

  
This vector is compressed by applying the Golomb method which consists of two phases: 
 
* First phase: It consists of dividing BV into sub-vectors, each containing D bits where D is a parameter chosen 
by the user. 
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* Second phase: Each sub-vector is stored, after compression, in a separate block on the disk. We choose an 
integer parameter m (defined so that the probability of occurrence of 0-bit is close to 0.5) and then we divide 

each sequence of “r” zeros consecutive bits into  m
r  groups so that each group contains "m" bits except the 

last one that can contain a number less than "m" bits. Each group "m" is encoded by a single bit of value "1" 

except the last group that is encoded as  m2log  bits having value equal to:  m
rmr  . The latter group is 

separated from antecedent groups by a bit having value "0". To increase the effectiveness of this method, “m” is 
an integer chosen so that the probability of finding “m” consecutive bits of value 0 must be close to 0.5. 
 
Part of AV: 

Dividing BV into sub-vectors leads to divide the database DB into “d” sections of size D where  D
Nd  . We 

define the Vector AV as: 
  

 daaaAV ,,, 21   such as: 

 01 a  

 ia  : represents the position in PV relative to the last non-constant found into the previous section (i-1) of 

DB 
 1 ii aa  in case where the previous section (i-1) of DB does not have non-constant. 

 
This method allows for quick access when searching for data while preserving acceptable compression ratio. 
However, it does not work (for example, search data, application of aggregation operators) directly on 
compressed data without carrying out a decompression stage of the database. 
 

IV. BTC COMPRESSION METHOD 

In this section, the new method proposed to tackle with the problem of data compression is presented. It 
leads to improve the complexity of direct access to the compressed data set. Thus, the methodology adopted is 
described in details for the compression of multidimensional data cube, the implementation of the compression 
method and how to access data in a compressed data cube. In the remainder of this section we describe the B-
tree and we present the concept of BTC method. 

IV.1 Description and structure of B-Tree 

A multi-way tree of order m is an ordered tree where each node has at most m children. For each node, if k is 
the actual number of children in the node, then (k-1) is the number of keys in the node. A B-tree is designed to 
branch out in this large number of directions and to contain a lot of keys in each node so that the height of the 
tree is relatively small. This means that only a small number of nodes must be read from disk to retrieve an item. 
The goal is to get fast access to the data, and implicitly this means reading a very small number of records.  
Unlike a binary-tree, each node of a B-tree may have a variable number of keys and children. The keys are 
stored in non-decreasing order. Each key has an associated child that is the root of a sub tree containing all 
nodes with keys less than or equal to the key but greater than the preceding key. A node also has an additional 
right most children are the root for a sub tree containing all keys greater than any keys in the node. Each non-
leaf node is of the form: 

 mm pkkpkp ,,,,, 12211   

where 

ip  is a pointer to the ith child, mi 1  

ik  is a key value, 11  mi , which are in the sorted order, 121 mkkk  , such that: 

- all keys in the subtree pointed to by 1p  are less than 1k  

- For 12  mi , all keys in the subtree pointed to by ip  are greater than or equal to 1ik  and less than ik  

- All keys in the subtree pointed to by mp  are greater than (or equal) to 1mk  

VI.2 Concept of BTC method 

Our proposed compression method, called, is based, somehow, on the bitmap compression method with a 
modification that improves the complexity of direct access to the compressed data set. In this method, the 
measure value and the associated indexes are represented in a specific structure which is a node. The data will 
be arranged in, almost, balanced B-tree which leads to a logarithmic complexity of access. 
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This BTC method, based on the concept of B-Tree has a complexity somehow better than the Bitmap method. 
As every node has multiple children (m-ary), then the depth decreases as branching increases, and the number of 
access also decreases. Therefore, the complexity related to the access time is estimated such as  nO mlog . This 

access time consumed is significantly reduced in BTC while comparing it to the one presented in Bitmap 
method. 
 
A key value can be represented as a structure composed as follows: 
 

struct vtree_node { 
long m; // measure value  
long [] tabindex ;//Array of size relative to the # of dimensions of the data cube 
}; 

 
Each key value is represented by a node in the B-tree, having the following structure: 
- A nonzero value of the measure "m" in the fact table. 
- A table "tabindex" of size relative to the number of the dimensions in the cube. It contains the associated 
indexes with a measure.  
 
The keys’ values are arranged by applying an adequate transformed function which dealt with the indexes. An 
integer value is generated to a given position of a measure in the data cube.  For example, the following 
transformation function (f1)  is applied to deal with the case of a data cube with two dimensions  21, iDi , 

d1 represents the relative index on dimension D1 and d2 represents the relative index on dimension D2. 
f1:   22121 *)1(, dDdddf   

 
The transformation function is generalized in the function fn. This function is defined on n-dimensions data 
cube. A recursive function is performed in order to deal with any relative index  niDi 1,  . 

 

   





























),,,(

11*

1),,,(

,,:

1321

1

1

1321

21

n

nn

n

i
i

nn

n

ddddf

difdD

difddddf

dddffn







  

 

V. PERFORMANCE EVALUATION 

The purpose of this section is to present the results of analysis performance of the BTC method proposed by 
comparison with the results of Bitmap method proposed in the literature. To test our BTC method, we 
considered a numerical example of a MOLAP data warehouse ("CubeSales") composed of three dimensions 
(dimPart, dimCustomer, and dimStoreLocation) and a single measurement value “Salesamount”. In order to 
analyze the performance of BTC method, we have performed a numerical comparison with the Bitmap 
compression method used in literature. We are interested in our comparison to analyze a few key criteria such 
as: 

- Time compression of a data cube 
- Access time in a data cube 
- Compression ratio of a data cube 

 

V.1. Analysis of the compression time 

The following table contains a comparison of the compression time that results from the two compression 
methods, BTC and  (table 1). The results obtained by the BTC method are very encouraging compared to those 
obtained by the method of “Bitmap”. Note that the compression time depends on the rate of "sparsity" 
considered in different cases. The compression time increases when the sparsity level decreases. 

 
The above figures (1, 2, and 3) show a comparison of the compression time while taking into consideration 

different sparsity levels and also different size of dimensions. The results obtained from applying BTC method 
show significantly that this latter method is much better than Bitmap method. 
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Table 1: Summary of the compression time in the data warehouse “CubeSales” 

DataSet Dimension Sparsity (%) Bitmap BTC 
D1  

50 x 50 x 50 
40 4.1 1.43 

D2 30 4.34 1.53 
D3 20 4.34 1.82 
D4 10 4.79 2.07 
D5  

100 x 100 x 100 
40 23.86 4.03 

D6 30 24.78 5.56 
D7 20 24.88 6.26 
D8 10 25.42 7.05 
D9  

200 x 200 x 200 
40 44.18 9.12 

D10 30 45.08 9.39 
D11 20 45.62 9.12 
D12 10 46.78 10.24 

 

Figure 1: Summary of the compression time in a time in a data warehouse (50x50x50) 
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Figure 2: Summary of the compression data warehouse (100x100x100) 
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Figure 3: Summary of the compression time in a data warehouse (200x200x200) 

Compression time relative to sparsity level 
(Dimensions 200 x 200 x 200)

44.18 45.08 45.62 46.78

9.12 9.39 9.12 10.24

0

10

20

30

40

50

40 30 20 10

Sparsity (%)

T
im

e 
(s

ec
.)

Bitmap

BTC

 

V.2 Analysis of access times after compression 

One of the main performance factors that should be considered seriously is related to the consuming time 
taken in order to access data after compression is made. The following table (Table 2) contains a comparison of 
performance results of two compressions method BTC and Bitmap. We notice that (Figure 4-7) show the access 
time in BTC method is better than Bitmap. We notice again that the access time (Table 2) in Bitmap decreases 
when the level of sparsity increases while this is not the case in the BTC method. This leads to distinguish that 
the B-tree is highly directed to balance the reduction much better the access time. 
 
Table 2: Summarize the acces time in a data warehouse 

 

 
 
 

 

 
 
 
 
 
 

DataSet Dimension Sparsity (%) Bitmap BTC 
D1  

50 x 50 x 50 
40 3.422 1.497 

D2 30 3.453 1.387 
D3 20 3.353 1.372 
D4 10 3.151 1.361 
D5  

100 x 100 x 100 
40 9.015 2.912 

D6 30 9.161 2.835 
D7 20 10.687 2.833 
D8 10 11.11 2.784 
D9  

200 x 200 x 200 
40 22.52 4.47 

D10 30 22.91 4.65 
D11 20 23.46 4.98 
D12 10 24.05 5.18 

Figure 4: Summary of the access time relative to sparsity level 40% 

Figure 5: Summary of the access time relative to sparsity level 30% Figure 6: Summary of the access time relative to sparsity level 20% 
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The above figures show that the access time increases smoothly by using the BTC method while it increases 
so significantly by using the Bitmap method. 

 

V.3. Analysis of compression ratio 

Compression can be defined by the ratio of compression, i.e. the ratio’s number of bits compressed data by 
the number of bits uncompressed data, this is called "compression ratio". 

SizeedUncompress

SizeCompressed
RationCompressio   

 
Sometimes the space savings is given instead, which is defined as the reduction in size relative to the 
uncompressed size: 

SizeedUncompress

SizeCompressed
SavingsSpace 1  

 
The following tables (Tables 3 and 4) contain a comparison of performance results of two compressions BTC 
and Bitmap. Table 4 (respectively table 5) shows the compression ratio (resp. space savings) obtained by 
applying the method BTC with comparison to Bitmap method.  

Note that (Figures 8-9) the "compression ratio" (respectively space savings) method in Bitmap is better than 
in BTC when we deal with a low level of sparsity. However, a data cube is more real or less dense; this leads to 
the conclusion that the application of the method Bitmap in these cases is more effective than the proposed one. 

The figure 8 shows that the compression ratio in BTC method is better than the one in Bitmap method, 
especially when the sparsity is high. However, this advantage is switched toward Bitmap method when the data 
cube is dense. This statement is shown differently in figure 9 by displaying the savings space associated to the 
compression ratio in figure 8. 
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Figure 7: Summary of the access time relative to sparsity level 10% 

Figure 8: Summary of the compression ratio relative to sparsity levels Figure 9: Summary of the space savings relative to sparsity levels 
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V.4 Disscusion 

After testing the two methods under different scenarios, we should evaluate the performance of these algorithms 
compared to the compression ratio achieved and the access time of the cube. The Bitmap method has a good 
compression ratio compared to BTC method when dealing with dense data cube. Regarding the access time, the 
method of Bitmap shows an increased access time compared to the BTC method. This is due to the sequential 
access to binary cube, resulting in a complexity of O(N) where N is the number of cell in the cube. Similarly, it 
is obvious that the size of the cube affects significantly the access performance in the Bitmap method while we 
can mention here that the access performance is not significantly affected by the size of the cube in our method. 
Our proposed method consumes less time than the Bitmap method in accessing compressed data cubes. The 
complexity of access is of the order  nO mlog  in the best case, which leads to an almost constant access time 

regardless the size and the level of sparsity of data cubes. On the other hand, we observe that the compression 
performance was significantly affected by size increasing of the cubes in the Bitmap method whereas in our 
approach this performance has been slightly affected. We can conclude that BTC method was not as good as the 
Bitmap method in relation to the factor of compression performance, but it has largely overcome the Bitmap 
method with respect to the performance factor for direct access to the cubes compressed. 

VI. SUMMARY AND CONCLUSIONS 

In this work, we have presented a new idea of compression technique in MOLAP data warehouses. Then we 
compared it with the Bitmap method. Therefore, we have presented an overview about the data warehouse as 
their importance in large companies. Then we have introduced the importance of data compression and its 
benefits, followed by an illustration of the main compression methods found in the literature. In order to analyze 
the performance of BTC, the Bitmap and BTC methods were compared in different scenarios. This has led to 
the following results: 
- The BTC method is more effective in access to compressed data cube than Bitmap. It is almost independent of 
the size of data cube and the level of sparstiy, which is not the case for the Bitmap method. 
- The BTC method is also better in the time compression of data cubes than the method of Bitmap. The 
compression time varies slightly depending on the level of "sparsity" considered in the two methods. 
Contrariwise, the method of Bitmap is largely affected by the size of the cubes unlike the method of BTC. 
- Concerning the compression ratio, we conclude that BTC method does not give a compression ratio as good as 
the Bitmap method in dense cubes. 

Table 3: Summary of the compression ratio relative to sparsity levels and dimensions 

DataSet Dimension Sparsity (%) Initial size (KB) Bitmap Ratio / Bitmap BTC Ratio / BTC
D1  

50 x 50 x 50 
40 2000 1925 0.9625 1500 0.75 

D2 30 2000 1975 0.9875 1750 0.875 
D3 20 2000 2025 1.0125 2000 1 
D4 10 2000 2075 1.0375 2250 1.125
D5  

100 x 100 x 100 
40 16000 15400 0.9625 12000 0.75 

D6 30 16000 15800 0.9875 14000 0.875 
D7 20 16000 16200 1.0125 16000 1 
D8 10 16000 16600 1.0375 18000 1.125
D9  

200 x 200 x 200 
40 128000 123200 0.9625 96000 0.75 

D10 30 128000 126400 0.9875 112000 0.875 
D11 20 128000 129600 1.0125 128000 1 
D12 10 128000 132800 1.0375 144000 1.125

  
Table 4: Summary of the space savings relative to sparsity levels and dimensions 

DataSet Dimension Sparsity (%) Initial size (KB) Bitmap Space Savings / Bitmap BTC Space Savings / BTC
D1  

50 x 50 x 50 
40 2000 1925 0.0375 1500 0.25 

D2 30 2000 1975 0.0125 1750 0.125 
D3 20 2000 2025 -0.0125 2000 0 
D4 10 2000 2075 -0.0375 2250 -0.125
D5  

100 x 100 x 100 
40 16000 15400 0.0375 12000 0.25 

D6 30 16000 15800 0.0125 14000 0.125 
D7 20 16000 16200 -0.0125 16000 0 
D8 10 16000 16600 -0.0375 18000 -0.125
D9  

200 x 200 x 200 
40 128000 123200 0.0375 96000 0.25 

D10 30 128000 126400 0.0125 112000 0.125 
D11 20 128000 129600 -0.0125 128000 0 
D12 10 128000 132800 -0.0375 144000 -0.125
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In perspective, we propose to use the binary tree approach to deal with this problem and drive it in such a 
manner to get a balanced binary tree in order to have a reduced complexity of order O(log n), which can lead to 
a better solution. Also, we propose to improve the compression ratio of this new method. 
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