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Abstract- This paper introduces a novel idea of Binary Pattern observation of column wise and Row wise 
Walsh transformed color images for feature vector generation. The density distribution of Sal, Cal 
components of Binary Pattern and its mean values are considered as two different approaches for the 
same. The proposed method experimented with and without augmentation of average of zeroth Cal and 
average of last Sal components in the Feature vector.   This paper discusses use of Euclidian distance and 
sum of absolute difference as similarity measures in each of the approaches as mentioned above to check 
the retrieval performance. The work is experimented on image database of size 1055 images containing 12 
classes. Two new parameters of performance measuring parameters i.e. LIRS and LSRR   are introduced 
apart from precision and recall which are very general. 

Keywords- CBIR, Binary Pattern, Euclidian Distance, Sum of Absolute Difference, LIRS, LSRR, Precision 
and Recall. 

I.       INTRODUCTION 

Content-based image retrieval (CBIR), [1][2] is any technology that in principle helps to organize digital picture 
archives by their visual content. By this definition, anything ranging from an image similarity function to a 
robust image annotation engine falls under CBIR. This characterization of CBIR as a field of study places it at a 
unique juncture within the scientific community. It is believed that the current state-of-the-art in CBIR holds 
enough promise and maturity to be useful for real-world applications if aggressive attempts are made. For 
example, many commercial organizations are working on image retrieval despite the fact that robust text 
understanding is still an open problem. Of late, there is renewed interest in the media about potential real-world 
applications like finger print recognition, pattern matching [3-4][14-15] of CBIR and image analysis 
technologies, There are various approaches which have been experimented to generate the efficient algorithm[9-
13] for CBIR like FFT sectors [5-8], Transforms [16][17], Vector quantization[16], bit truncation coding, row 
mean and column mean [17-19]. In this paper we have introduced a novel concept of calculating the density 
distribution and mean of Binary Patterns in both column wise and row wise Walsh transformed color images for 
feature extraction (FE).Two different similarity measures namely sum of absolute difference and Euclidean 
distance are considered. The performances of these approaches are compared.  
 
II. WALSH TRANSFORM 
A complete binary orthogonal set of functions was developed by Walsh [21].A sample version of these 
functions is known as Walsh transform. Walsh transform matrix is of the order of 2n   .Walsh transform of size 
8x8 is given below. 
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 1  1  1  1  1   1  1   1 
 1  1  1  1 -1  -1 -1  -1 
 1  1 -1 -1 -1  -1  1   1 
W(m,n)= 1  1 -1 -1  1   1 -1  -1 
 1 -1 -1  1  1  -1 -1   1 
 1 -1 -1  1 -1   1  1  -1 
 1 -1  1 -1 -1   1 -1   1 
 1 -1  1 -1  1  -1  1  -1 

 
 Advantages of the Walsh transform [10-13][20]: Real, No Multiplication is required. Some properties are 
similar to those of the DFT   Forward and inverse Walsh transforms are similar.   
Forward:      F(m) =∑ f(n) W(m,n)                         (1) 
Inverse:        f(m)= 1/N ∑ W(m,n) F(n)                  (2) 
Where n varies from 0 to N-1 
 
III.PROPOSED METHOD 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Flow chart of proposed Method 

Accept the Input color image 

Calculate the Column wise Walsh Transform of 
the Input Image (Figure 2) 

Make the combination of Sal and Cal values 
(Figure 2) 

Store the Sal and Cal values to 
appropriate locations of database 

(Figure 4) 

Check the Sign of Sal and Cal Values in 
selected combination (Figure 3) 

Increment row and column 
numbers of the image 

     Are more 
Combinations  

Possible?

Calculate density distribution /Mean of Sal and 
Cal values to generate feature vector. 
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The flow chart shown in the Figure 1 depicts the steps of proposed method for feature vector generation using 
the Binary Pattern of the color image. Figure 2 depicts the Column wise Walsh transformed image which is used 
to get the binary pattern out of it. The average of zeroth row and the last row (yellow shade) used to generate 
two extra component (for each color plane i.e. R,G and B)of augmentation to the feature vector.  The 
combinations of four components of this transformed image i.e. Sal1,Sal2, Cal1 and Cal2 are considered 
successively to generate the database of binary Patterns. For instance the first combination as bordered with blue 
color in the Figure 2 is extracted and the sign of Sal1, Sal2 and Cal1,Cal2 are checked to get 16 binary patterns.    
 

1 2 . . n-1 n  
Cal Cal Cal Cal Cal Cal 0 

Sal1 Sal2 Sal Sal Sal Sal 1 

Cal2 Cal1 Cal Cal Cal Cal 2 

Sal Sal Sal Sal Sal Sal 3 
Cal Cal Cal Cal Cal Cal 4 

Sal Sal Sal Sal Sal Sal . 
Cal Cal Cal Cal Cal Cal . 
Sal Sal Sal Sal Sal Sal . 

Cal Cal Cal Cal Cal Cal n-1 
Sal Sal Sal Sal Sal Sal n 

 
 
 
 
 
 

Figure 2: Combination of Sal and Cal components 

 
Sign of Sal Sign of Cal 
Sal1<0 & Sal2<0 Cal1<0 & Cal2<0 

Cal1<0 & Cal2>0 
Cal1>=0 & Cal2<0 
Cal1>=0 & Cal2>0 

Sal1<0 & Sal2>=0 
Sal1>=0 & Sal2<0 
Sal1>=0 & Sal2>0 

 
Figure 3: Sign check of Sal and Cal components 

 

Consider an example if the first combination of Sal and Cal values as shown in the Figure 2 carry the sign 
change as  Sal1>=0 & Sal2>0 and Cal1>=0 & Cal2>0 then the entry of this combination will be the 15th  
column in the binary pattern database as shown in the Figure 4 below: The database of binary pattern as shown 
in the Figure 4 shows column wise arrangement of Sal1, Sal2,  Cal1 and Cal2  values of the combination 
decided earlier (Figure2) based on their sign change (Figure 3).The first row in this table depicts the column 
number which has range from 0-15 i.e. 16 Columns. The second row of the table shows the combination of the 
sign of Sal1,Sal2, Cal1 and Cal2.If all components i.e Sal1,Sal2,Cal1 and Cal2 are with negative sign then that 
is stored in the 0th column whereas if they are all positive then it finds last column position in the database.  
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Figure 4: The Binary Pattern database 
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These all steps are repeated for all possible combinations of Sal and Cal in the fashion discussed. At last the 
density distribution of these patterns in the pattern database and mean of it are taken as two separate approaches 
to generate the feature vector.  For the mean of the density of binary pattern with augmentation of two extra 
component of each color plane ; the size of feature vector goes to 198(64x3color planes + 6 Augmented 
components) components while with only density distribution the size is 54 (16x3 color planes + 6  Augmented 
components). 
 
IV.       RESULTS AND DISCUSSION 
We have used the augmented Wang image database[2]  The sample Images of the database of 1055 images of 
12 different classes such as Flower, Sunset, Barbie, Tribal, Puppy, Cartoon, Elephant, Dinosaur, Bus, Parrots, 
Scenery, Beach is shown in the Figure 4. 

 

   

 

  

 
Figure5. Sample Image Database 

 
 

 
Figure6. Query Image 

 
The Figure 6 shows the query image of the class dinosaur. For this query image the result of retrieval of both 
Column wise and Row wise Walsh transformed binary pattern are checked. The Figure 7 shows the first 20 
retrieval for the query image with respect to column wise Walsh transform with sum of absolute difference as 
similarity measure whereas the Row wise Walsh transform results are shown in Figure 8. It can be observed that 
the retrieval of first 20 images are of relevant class i.e. dinosaur; there are no irrelevant images till 41 retrievals 
in both cases. The result of row wise Walsh transformed images the retrieval rate is same except the order of 
retrieval of images changes.     
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Figure 7: First 20 Retrieved Images of Column  wise Walsh transform binary patterns  with augmentation of 
average value of  zeroeth and highest row components with sum of Absolute Difference as similarity measures 

for the query image  

   

   

    

   

    

Figure 8: First 20 Retrieved Images of Row  wise Walsh transform binary patterns  with augmentation of average value of  zeroeth and 
highest row components with sum of Absolute Difference as similarity measures for the query.  

Once the feature vector is generated for all images in the database a feature database is created. A query image 
of each class is produced to search the database. The image with exact match gives minimum absolute 
difference and Euclidian distance. To check the effectiveness of the work and its performance with respect to 
retrieval of the images we have calculated the precision and recall as given in Equations (3) and (4) below. Two 
new parameters i.e. LIRS (Length of initial relevant string) and LSRR(Length of string to recover all relevant 
images) are introduced as shown in Equations (5) and (6). 

 

All these parameters lie between 0-1 hence they can be expressed in terms of percentages. The newly introduced 
parameters give the better performance for higher value of LIRS and Lower value of LSRR [8-13].   
 
The average precision and recall cross over point  of binary pattern observation in Column wise and Row wise 
Walsh transformed images has been plotted to check the performance of the algorithm. The Figure 9 and Figure 
10 focuses on the performance of the both approaches of feature vector generation i.e. density distribution of 
binary pattern in the database and mean of binary pattern with augmentation of extra components with respect to 
both similarity measuring parameters namely Euclidian distance (ED) and sum of absolute difference (AD)[8-
13]. As it can be seen from that figure that average precision and recall cross over points for all class of images 
are varying based on the method used. The Diana sour class of image specifically gives far better result in all 
methods followed. 
The Figure 11 and Figure 12 shows the algorithm performance with respect to LIRS plot in column wise and 
Row wise Walsh transformed method. Figure 13 and Figure 14 focuses on the image class wise retrieval 
performance of the proposed method with respect to the new parameter of performance evaluation i.e. LSRR 
.For the better performance of the algorithm LIRS must be maximum LSRR must be lesser as it can be seen in 
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the case of Diana sours, flowers, sunsets etc. class of images wherein LSRR is very minimum in Binary pattern 
mean with ED and AD both and LIRS is more . This can be seen in Figure 11 – Figure 14.  

 

 

Figure 9: Comparison of Overall Precision and Recall cross over points of all class of images with Augmentation and Absolute Difference 
(AD) and Euclidean Distance (ED) as similarity measure. 

 

 

Figure 10: Comparison of Overall Precision and Recall cross over points of all class of images with Augmentation and Absolute Difference 
(AD) and Euclidean Distance (ED) as similarity measure. 
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Figure 11: The LIRS Plot of Column wise and Row wise walsh transformed images. Overall  Average LIRS performances are 0.078(Mean-

ED) ,0.13(Mean-AD) ,0.077(Density-ED) , 0.057(Density-AD)  

 (Shown with Horizontal staight line). 

 

 

Figure 12: The LIRS Plot of Column wise and Row wise walsh transformed images. Overall  Average LIRS performances are 0.068(Mean-
ED) ,0.128(Mean-AD) ,0.053(Density-ED) , 0.038(Density-AD)  (Shown with Horizontal staight line). 
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Figure 13: The LSRR Plot of Column wise walsh transformed images. Overall  Average LSRR performances are 0.63(Mean-ED) 
,0.620(Mean-AD) ,0.627(Density-ED) , 0.867(Density-AD)  

 (Shown with Horizontal staight lines). 

 

 
Figure 14: The LSRR Plot of Row wise walsh transformed images. Overall  Average LSRR performances are 0.637(Mean-ED) 

,0.638(Mean-AD) ,0.616(Density-ED) , 0.774(Density-AD)   
(Shown with Horizontal staight lines). 

 
V. CONCLUSION 

In this paper we have introduced an innovative idea of using the binary pattern database to extract texture 
features of the Color images for the purpose of retrieval in CBIR application. We have experimented in both 
column wise and row wise Walsh transformed images with two approaches of feature extraction namely density 
distribution of binary pattern in the Pattern database and mean of these binary patterns. The result of work 
compared with respect to two distance measuring parameters i.e. well known Euclidian distance and efficient 

H.B.Kekre et al. / International Journal on Computer Science and Engineering (IJCSE)

ISSN : 0975-3397 Vol. 3 No. 2 Feb 2011 649



and sum of absolute difference which has lesser computational complexity than ED. As far as cross over point 
of Overall average precision and recall is concerned the column wise Walsh transform with mean of Binary 
Pattern density with sum of absolute difference as similarity measure gives the best rate of retrieval i.e. more 
than 50% whereas column wise Walsh transform with Binary Pattern density and Euclidian distance as 
similarity measure is quite closer to it. We have also measured the performance based on two more parameters 
i.e. LIRS and LSRR which is shown in the Figure 11-14.These parameters are very useful to measure the 
retrieval performance of the algorithm . If LIRS is Maximum LSRR is minimum then we can clearly say that the 
retrieval rate must be very good. Because with LIRS we can measure how maximum relevant images are 
retrieved as the initial string before retrieval of the first irrelevant image whereas LSRR provides quicker all 
relevant images are retrieved from the database. For instance see all bar charts (see Figure 9 –Figure 14) to 
compare the retrieval performance specifically for Diana sour class of image which clearly shows that Diana 
sour, flowers, sunset etc. class has good  performance of precision and recall cross over whereas its has 
maximum LIRS and minimum LSRR .It is also observed that these parameters vary from method to method and 
class of images. 
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