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Abstract—Skin region detection plays an important role in a variety of applications such as face detection, 
adult image filtering and gesture recognition. We present some definitions about digital imaging or 
numerical imaging and also the several image preprocessing and normalization. In this paper, we will 
tackle with two sub-problems which is the skin detection and face detection. We will propose skin 
detection method and some realized works in this area. Thus, we will detail the methods proposed for the 
face detection and the related studies found in literature. We will finish, by showing and analyzing the 
results obtained from tests made on a base of colored images with a complex background and make 
comparison to similar works which demonstrate that our algorithm achieve good accuracy. 
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I.  INTRODUCTION 

Today, Information Technology (IT) is presented in virtually all areas. This leads to raise the importance of 
computers for remote monitoring which is the basis for control systems. Large volumes of databases, diversity 
and heterogeneity of data sources require a new philosophy of treating them. In this case, data mining looks to 
discover implicit knowledge in a dataset based on different techniques that can be implemented independently 
or coupled. These techniques aim to explore data, to describe their contents and extract the information more 
meaningful. Because much of the information that exists in organizations is informal and unstructured, these 
techniques are not limited to digital data and evidence, but must also address the textual and multimedia. In the 
recent years the acquisition, generation, storage and processing of data in computers and transmission over 
networks had had a tremendous growth. This changed radically with the appearance of the Internet and the first 
web browser which revolutionized the distribution of information. The ease of information exchange incited 
millions of people to create their own web pages and to enrich it with images, video, audio and music. Due to 
this rapid development in the domain of digital and informational data [20, 21], people now live in a multimedia 
world. More and more multimedia information is generated and available in digital form from varieties of  
sources around the world, this expansion presents new challenges. Making shared data useful is a key interest 
for researchers and scientist, currently many text-based search engines are available on the World Wide Web 
and frequently used to search text documents, but searching for a multimedia content is not as easy because the 
multimedia data, as opposed to text, needs many stages of pre-processing to yield indices relevant for querying. 
Some techniques with different backgrounds have been proposed to solve such problem. As searching for 
multimedia data is a new domain and has been an active and fast advancing research area since the 1990s. 
During the past decade, remarkable progress has been made in both theoretical research and system 
development [22]. The first technique suggests assigning labels to multimedia data so data can be easily 
retrieved using text-based search engines, several approaches were proposed to use keyword annotations to 
index and retrieve images [24, 25, and 26]. Thus, the strategy of manually assigning a set of labels to a 
multimedia data, storing it and matching the stored label with the demanded label will not be effective. Besides, 
the large volume of video data makes any assignment of text labels a massively labor intensive effort, in 
addition, some media contents are difficult to be described in words and shapes cannot be expressed easily in 
textual form [23]. This approach is not satisfactory, because the text-based description tends to be incomplete, 
imprecise, and inconsistent in specifying visual information. Hence new techniques must be implemented and 
used for an efficient and effective result regarding multimedia data. The second technique suggests to 
automatically retrieving content of multimedia data, recent researches on image retrieval focus on content based 
image retrieval (CBIR) [40], which utilizes syntactic image features such as color, texture and shape to search 
image with similar contents based on examples they provide [34, 35, and 36]. Briefly, the retrieval process can 
be conceived of as the identification and matching of features in the user’s requested pattern against features 
stored in the database and images which have a distance less than a specific threshold are retrieved [23]. This 
technique provides an efficient image search that can lead to retrieve exact result of the user request. 
In this research, we introduce a new scope of data mining to image collections to define a model of skin 
effectively [7, 8]. For various reasons such as lighting conditions, ethnic diversity, etc. Identification of the skin is 
a complex problem. It seems interesting to apply the techniques of data mining in this context. As our study deal 
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with two problems: skin detection and face detection, so this paper is organized as follows: firstly, a description 
of the problem is given, its difficulties encountered, its objective as well as the proposed solutions in the 
literature. Therefore, we provide a brief description of binary images and color spaces. However, a brief 
description of Data Mining as well as its power technique “decision tree” is presented. Thereafter, we present our 
methodology adopted in this problem starting by collection of data and preprocessing them in order to prepare 
them for the data learning phase. Firstly, we have proposed a model for skin and a model for face detection. We 
present the prediction model in order to deal with the considered problems here as well as its performance that is 
able to discriminate the pixels of skin from those of non-skin. Subsequently, we propose and present the 
techniques for face detection and segmentation of areas of skin region. Finally, we will discuss the design of our 
application and its environment. Tests and results are analyzed as well as conclusion and some thoughts on 
possible openings future work. 

II. PROBLEM STATMENT 

II.1 Introduction 

Information more visual is a major consequence of this convergence between computing, Internet and 
broadcasting. More and more applications produce, distribute and use visual data, including still and moving 
images. The significant increase of visual information in the Internet and within organizations has been 
accompanied by an awareness of the importance of developing the tools to electronically process this 
information. This process can model, filter, classify, search and index this vast amount of data. If the digitizing 
of an image is a problem already solved technically, it is not well with the classification, cataloging and 
indexing images. Therefore, it is imperative to classify images according to their topics or their content. This 
classification will make a selection or access control according to the semantics and the type of images. This 
work is currently done manually by way of annotation, which has a cost in time and labor too great. Moreover, 
the size of image collections is increasingly enormous, making them virtually impossible manual annotation. 
Accordingly, we now find ourselves in front of a mass of visual information misclassified and uncontrolled 
Internet. In our research, we are mainly interested in the problem of identifying skin pixels in the image. We 
have chosen a method based on detection of skin color approach. This research topic is significant issue insofar 
as it is necessary before considering testing and treatment in high level. Our goal is to build a generic model of 
skin which can serve as a basis for developing a detection system of human body parts (face, hand, etc..) to be of 
potential use for many applications such as applications related to security (surveillance, access control, etc..). In 
addition to the identification of skin region, the detection and face recognition can also be used to facilitate 
search and navigation in a mass of videos. The establishment of such a system must, in advance, base on a 
detection and segmentation of skin regions. Another immediate application of our approach is the filtering of 
images on the Web. Indeed, the Internet appears as a huge reservoir of information including free access leads to 
undesirable practices such as children's access to adult sites. It is therefore necessary to introduce tools to filter 
sites for applications such as parental controls. These tools must be based on a semantic analysis of images in 
the process of identifying where the text alone is not sufficient. Thus, our research is to build a system able to 
discriminate the pixels of skin from those of non-skin, segment the image into regions of skin and detect regions 
of faces. 

II.2 Difficulties 

The detection of areas of skin or face is a very easy task for human: The image is captured by the eye which 
transfers it to the brain for analysis to verify the presence of skin and faces and locate them. This same task is 
very complex for a computer for many reasons [33]. We present below the specifications related to each one of 
the considered problems. 
Detection of regions of skin: 
- Color of skin: Human have different skin colors (difference in the value of the pixel representing the skin of 

each person 
- Lighting conditions and illumination: In detection, the light is an important factor and is the most difficult 

problem to solve. It turned out that we can achieve a reliable system without taking this factor into 
consideration, hence the need for image preprocessing such as normalization and histogram equalization to 
reduce the effects of lighting and illumination 

Face Detection: 
- Position: There are different positions of the face in an image (the computer will detect the face regardless of 

its position on the image) 
- Size: The size of the faces are different from one image to another or from one person to another, hence the 

difficulty of implementing an algorithm that detects faces without consequences of this factor. There also the 
size of facial components such as nose, eyes, mouth, etc. which vary from one person to another, implying a 
greater number of parameters when performing detection (Fig. 1) 
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- Presence or not of some components of the face: This is a mustache, beard, glasses, etc. which must be taken 
into consideration when implementing the algorithm 

- Occultation: A face that can appear in half in an image or sometimes partially obscured by an object requires 
us to define conditions for accepting the face by the system 

- Rotation: The faces are not always facing the camera. Some faces have a slope with a certain degree, which 
influences the detection system where the need to establish conditions to define a face candidate for 
acceptance 

- The complexity of the image detection can be on very complex images with many people in the same image, 
faces hidden or half hidden by objects with possibly complex backgrounds which increase the difficulty of 
detection 

II.3 Litterature overview 

In this section, we focus on the presentation of the proposed solutions gathered in literature in order to tackle 
with the two sub problems considered here. Firstly, concerning the sub problem of the detection of skin areas, 
several types of methods for discriminating between skin pixels and non-skin are found in literature. These 
methods can be divided into three categories: parametric methods, non-parametric methods and defining 
explicitly the skin as a cluster [10, 11, 12]. The parametric Gaussian model is based on the use of a Gaussian 
model defining the distribution of skin color in a color space given [1]. The non-parametric method estimate the 
skin color histogram of the training set without the prior creation of a skin model [2, 27, 31, 32]. The method 
“Explicit Skin Cluster” consists essentially in defining the skin pixels by threshold giving details of the range of 
flesh color in a appropriate color space. This method is very popular related to its simple implementation and 
also because it requires no prior learning. Secondly, concerning the detection of faces sub problem [19], several 
types of methods are found in literature whose main features are: 
 
Method based on knowledge (Knowledge based method): This method is based on rules that represent the core 
components and represent human faces. The rules are usually made from the relationship between facial 
features. This method is mainly used for face detection. For example, the faces on the images often have two 
eyes are symmetrical, nose and mouth [28, 29]. The relationship between these members may be represented by 
the distance between them and their position. One problem with this approach, namely the difficulty of 
translating knowledge of the human face to clear rules, which may cause detection errors and make the system 
unreliable 
 
Feature invariant (invariable characteristics): This algorithm aims to find structural features even if the face is in 
different positions, light conditions or change of angle [15]. The problem with this method is that image quality 
can be severely diminished because of illumination, noise or occlusion. However, there are several properties or 
invariant features of the face, the main ones include: 
- Facial feature (characteristic of the face): This method uses the plans edges (Canny detector) and heuristics 

to remove all groups except those edges which represent the contours of the face. An ellipse is deduced as the 
boundary between the background and face. It is described as consisting of point of discontinuity in the 
function of luminance (intensity) image. The basic principle is to recognize objects in an image from contour 
models known in advance. To accomplish this task, two methods are presented: the Hough Transform and 
Hausdorff distance. The Hough Transform is a method to extract and locate groups of points within certain 
characteristics [16]. For example, the specific searches can be straight lines, arcs, shapes, whatever, etc. In the 
context of face detection, it is represented by an ellipse on the card edges. The application of circular Hough 
transform then produces a list of all candidates being circles or derivatives. The basic algorithm has been 
modified to appear and show several variants, including the Randomized Hough Transform, which can be 
applied to research of arbitrary forms like circles or ellipses (exp: faces). Finally, the Hough transform can be 
used to detect the eyes and irises. Contrary, this method will fail when the image is too small or when the eyes 
are clearly visible. Concerning the method of Hausdorff distance [11], it uses for its edges as data and a 
special algorithm for Template Matching [11]. Indeed, the Hausdorff distance is designed to measure the 
distance between two sets of points, which are mostly card edges (image search) and a model. The basic 
algorithm performs the search of the best places to match anywhere in the image (translation) and for different 
rotations. This research may also include a scale factor to detect variations of the original model. This method 
has been used successfully to detect faces with frontal views. Adapting it to overcome various poses (axial 
rotation of the head), however, brings problems, because different models should be used. In addition, a 
complex stage of decision would be mandated to separate the false detections and multiple detections 

- Texture: The texture of the human being is separate and can be used to separate faces from other objects [17]. 
In papers ([17, 18]), a method of detecting faces in an image based on the texture have been developed. The 
texture is calculated using the characteristics of second-order sub 16 × 16 pixels. Three types of characteristics 
are taken into consideration: skin, hair, and the remaining components of the face [30]. 
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- Skin color (color): The skin color of humans was used for the detection of faces and its relevance has been 
proven as a feature specific to the face. However, the color is different person to different people and their 
origin. Several studies have shown that the greatest difference lies largely in intensity than chrominance [3, 4, 
5, 8, 37, and 38]. 

III. BACKGROUND ON THE DIGITAL IMAGES AND COLOR SPACES 

In this section, a brief presentation of digital images is presented. Thus, the color spaces evoking the 
representation of colors in the image, the primary colors systems and the different color spaces are presented. 

III.1 Digital Images 

An image consists of a set of points called pixels (pixel is short for Picture Element). A pixel is the smallest 
component of a digital image. All of these pixels are contained in a two-dimensional array forming the image 
(Figure 2). Given that the screen performs a scan from left to right and from top to bottom, generally known by 
the coordinates [0, 0] the pixel in the top left of the image, this means that the axes of the images are oriented as 
follows: the X axis is oriented from left to right, and the Y axis is oriented downwards, contrary to conventional 
mathematical notation, where Y axis is directed upwards. There are generally two broad categories of images: 

- Bitmap images: it is a set of pixels in an array, each of these points having one or more values describing its 
color (Fig 3.a). 
- Vector images: images are vector representations of geometric entities such as a circle, rectangle or segment. 

These are represented by mathematical formulas (a rectangle is defined by two points, a circle with a center and a 
radius, a curve by several points and an equation). It's the processor who will translate these forms in information 
interpreted by the graphics card (Fig 3.b). 

Because a vector image consists only of mathematical entities, it is possible to easily apply geometric 
transformations (zoom, stretch), while a bitmap image made of pixels, can suffer such changes only by a loss of 
information, called distortion. We called by aliasing the occurrence of pixels in an image following a geometric 
transformation (including expansion). In addition, vector graphics (called clipart when it is an object vector) used 
to define an image with very little information, which makes the files very light. Instead, a vector image can only 
represent simple forms. While a superposition of various simple elements can yield very impressive results, any 
picture cannot be rendered vectorally, as is the case of realistic picture. 

 
 
 
 
 
 
  

  

Figure 1. 
Face details 

Figure 2. 
a two-dimensional array forming 

the image 
Figure 3.a. bitmap image Figure 3.b. Vectorial image 

 
The image "vector" above is a representation of what might look like a vector image, because image quality 
depends on the material used to make it visible to the eye. Your screen can probably see this image at a resolution 
of at least 72 pixels per inch, the same file printed on a printer would give a better picture quality because it 
would be printed at least 300 pixels per inch. 

III.2 Different primary color systems and color spaces 

The color information is one of the most important information in the field of digital image processing. We 
can consider the color of a pixel as a vector in three dimensions. We note that the search for optimal color spaces 
is well developed. As the choice of color space to use, significantly influence the results, hence the need to choose 
carefully. The information is much more significant for the detection of regions. Thus, we will discuss in the 
following different systems of representation of the color [39]. The primary systems are based on a theory that 
any color can be identically reproduced by the algebraic combination of three colors called primaries. This 
implies that we can reproduce a color from a mixture of both. There are several primary systems which are 
commonly used; the difference among them is that each system is defined by reference to a very specific 
illuminant. We note for example: CIE International Commission on Illumination (illuminant E), NTSC: National 
Television Standards Committee (illuminant C), EBU: European Broadcasting Union (illuminant D 65). The 
transition from one system to another is always ensured by the existence of a transition matrix P and a transition 
of inverse matrix inverse P-1. 

Concerning the space color, there are several model such as: The RGB model (this model is the basic 
principle of television monitors and screens scanning, since it is by superposition of red, green and blue as the 
color display is achieved), Le modèle YCrCbthe YCrCb model (used in the JPEG standard), the YIQ model (This 
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is a recording of RGB system by NTSC (National Television Standards Committee)), the HSV model, and the 
CMY model. 

IV. DATA MINING 

IV.1 Introduction 

The 1990s has brought a growing data glut problem to many fields such as science, business and government. 
Our capabilities for collecting and storing data of all kinds have far outpaced our abilities to analyze, summarize, 
and extract “knowledge” from this data ([41], [42], [43], [45]). Traditional data analysis methods are no longer 
efficient to handle voluminous data sets. Thus, the way to extract the knowledge in a comprehensible form for the 
huge amount of data is the primary concern. Data mining refers to extracting or “mining” knowledge from 
databases that can contain large amount of data describing decisions, performance and operations. However, 
analyzing the database of historical data containing critical information concerning past business performance, 
helps to identify relationships which have a bearing on a specific issue and then extrapolate from these 
relationships to predict future performance or behavior and discover hidden data patterns. Often the sheer volume 
of data can make the extraction of this business information impossible by manual methods. Data mining is a set 
of techniques which allows extracting useful business knowledge, based on a set of some commonly used 
techniques such as: Statistical Methods, Neural Networks, Decision Trees, Bayesian Belief, Genetic Algorithms, 
Rough Sets, and Linear Regression, etc. ([44]).   

We focus our interest on decision tree technique since it is used in our solution approach. A decision tree is a 
tool for decision support that divides a population of individuals into homogeneous groups based on attributes 
discriminating on the basis of an objective set and known. It can make predictions based on known data on the 
problem by reducing, level by level, field of solutions [9]. Each internal node of a decision tree involves a 
discriminating attribute on elements to be classified that divides these elements seamlessly between different son 
of this node. This method has the advantage of being readable and allows analysts to identify couples <attribut, 
value> discriminants from a large number of attributes and values. 

IV.2 Principle of learning a decision tree 

With input, a sample of m classified records ))(,( xcx , a learning algorithm must provide as output a decision 
tree. Most algorithms proceed from the top down, that is to say they choose the root of the tree (usually a test) and 
then, recursively, choosing the label of son. To simplify the presentation, we limit ourselves in this section to 
problems where the attributes are discrete and the number of classes equal to 2. The generic algorithm can be 
written (Figure 4). 

Given: a sample S of m records ordered ))(,( xcx  

Initialization: empty tree; current node: root; current sample: S 
Repeat 
   if the current node is terminal then 
         label the current node by a leaf 
   otherwise 
         select a test and create the subtree 
   endif 
   current node: a node not yet examined 
   current sample: sample reaching the current node 
until production of a decision tree 
prune the decision tree obtained 
Output: decision tree pruning

 
Figure 4. Learning algorithm for decision trees 

 
It is possible to continue the growth of the tree until getting a tree with zero error (if possible: if there are no 

examples of the same description but different classes) or a tree with error measured on the smallest possible 
training set. However, the objective of a classification procedure is to properly classify examples not yet met; we 
talk about power of generalization. If the algorithm provides as output a very large tree that classifies well 
training sample, we faces the problem of over-specialization. Thus, generating a complete tree is very difficult 
and tackle the performance of the algorithm; then we have applied the pruning of the decision tree in order to 
obtain a smaller tree (branches are pruned, that is to say that we destroyed sub-trees) in order to obtain a tree with 
better able to generalize (even if it increases the error on the training set). 

V. SEGMENTATION OF THE IMAGE INTO REGIONS OF SKIN 

In this section, we detail the various construction phases of our skin model, relying on techniques of data 
mining and image analysis. The method uses data mining techniques to produce the prediction rules based on the 
RGB color space, followed by a phase of identification and segmentation into coherent skin regions using the 
rules already generated 
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V.1 Presentation of the proposed approach 

The preparation of the skin model was conducted through three stages (Figure 5): 

1- The first step is devoted to the composition of our data set, and the preparation of data for the learning phase. 
2- The second step is to find a prediction model associated with a representation space capable of discriminating 

the pixels of skin from those of non-skin. The representation space can be a conventional color spaces, color 
space is chosen as the RGB color space. The data mining tools allow us then to retain adequate decision rules. 

3- The last step is the segmentation of the image and identification of different areas of interest (skin) taking into 
account the rules extracted during the previous phase 

 
 
 
 
 
 
 
 
 
 
 
 
 

V.2 Construction of Dataset 
The construction of the learning base is an important element in a process of extracting knowledge from data. 

For our classification problem of pixels skin or not, the quality of the dataset can be judged on the following 
factors: The size of the database and variety in the content of images, which should be representative for the 
different sexes, races, and lighting conditions. We have used a dataset composed of 100 images for different 
sexes, races, and lighting conditions, unlike most existing work which have a learning curve on predefined classes 
of images under any lighting condition known in advance. This dataset led to a model consisting of ≈ 60,000 
pixels. The construction of the training dataset is not a simple task. And as the size of the database must be large, 
it is difficult to construct it manually. Hence the need for such software to help us in building this database. For 
this reason, we have developed a tool that allows us to perform this task. The construction of dataset using the 
developed tool has two phases: 

Phase I: Recording pixels in database SQL Server. 

This is done simply by clicking with the right mouse button to start recording pixels. At the beginning, we 
choose the skin option in the tool, thereafter; the pixels are stored as pixels of skin during movement of the mouse 
on the image. Otherwise, the pixels are stored as non-skin. To complete the recording pixels, we just click with 
the right mouse button 

Phase II: Creating Weka data file (. ARFF) 

In the 2nd phase, we focus on the preparation of the data file to be used in the available tool WEKA (“Waikato 
Environment for Knowledge Analysis”). The data file should have a format understandable by WEKA. This tool 
is an open source developed using Java. It contains a different set of techniques such as: classification, 
segmentation, association rules, etc. Also, a set of methods for each technique is listed for using by the user upon 
the considered case. Thus, the aim of this tool is to manipulate and analyze data files, implementing the most AI 
algorithms (decision trees, neural networks, etc.). 

V.3 Skin model 

V.3.1 Identification of skin pixels 

A- Learning File 
We define for each class skin or not skin, a set of representative N pixels Pi (i=1…N). These representative 

pixels are extracted from the images of learning which contains pixels of the skin and not skin. In the RGB color 
space, we characterize each pixel Pi, representative of each class (skin or no skin), with an observation 

 c
i

b
i

G
i

r
i

j
i XXXXX ,,,  where r

iX  is the red component, G
iX  is the green component, b

iX  is the bleu 

component, c
iX  is the class of the pixel of index i. Knowing the methods of data processing often require a 

particular format of data files, we state all the observations. The aim is to construct decision rules that can be 
written as follows: 

 

 

Preparation of dataset for 
the process of data 

mining 

Calculate the value of pixels 
based on RGB axis 

Applying Data 
mining technique 

Generating the 
prediction rules 

Segmentation of image into skin 
regions 

Figure 5. Flowchart of the proposed approach 
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If (Condition 1, 1 and Condition 1, 2 and Condition 1, 3)  
=> Skin = FALSE  

 ... ... ... ... ... ...  
 If (Condition k, k 1 and Condition 2 and Condition k, 3)  

=> Skin = FALSE  
 ... ... ... ... ... ...  

 If (Condition N, N 1 and Condition 2 and Condition N, 3)  
 => Skin = FALSE  

                If no => Skin = TRUE 
 
Where Condition i,1 is written as (R> … or R<...); Condition i,2 is written as (V> … or V<...); Condition i,3 is 
written as (B> … or B<...). (i = 1 .. N; N is the number of conditions where a pixel is interpreted as a not skin 
pixel). 
 
B- Extracting decision rules 
To find the best predictive model, we have tested several techniques based on induction graphs J.48 and 
rules.JRip using WEKA 3.6.0 and we get the following results (Table 1). 

V.3.2 Segmentation of the image into regions of skin 

Many applications using a model of skin need knowledge of areas of skin. Also, we conduct a segmentation 
stage whose objective segmentation procedure is to extract meaningful regions representing objects of 
compounds of skin pixels. For this it needs a good segmentation method that is able to identify consistent areas 
both visually and in terms of their content to facilitate their interpretation. In the following sections, we present 
the technique of image segmentation based on the labeling of connected components. We present here the 
proposed algorithm (called SkinRegionCounter Algorithm) aiming to segment the image. 

 
Phase I: Preparation of the image 

The approach used in this phase is to replace the skin pixel by white pixel and those of non skin by black 
pixels. The result is an image containing only two colors, black and white. The color black is used as separator 
areas of skin (white) in the next phase. The algorithm corresponding to this phase is as follows (Figure 6, 7). 

 
 
 
 
 
 
 

 

 
 
 
 

 
Algorithm 

 
Cross-Validation 

 
Confusion Matrix 

  

J48 
decision 

tree  

 
Correctly Classified Instances 5573 96.1857%  
 Incorrectly Classified Instances 221 3.8143%  
 Kappa statistic 0.8698  
 Mean absolute error 0.0535  
 Root mean squared error 0.1849  
 Relative absolute error 18.1438%  
 Root relative squared error 48.1385%  
 Total Number of Instances 5794 
 

  
a b <- classified as 
  
4651  101|   a = TRUE  
 
120  922|  b = FALSE  
 

  

Association 
rules  

 JRip  

 
Correctly Classified Instances 5550 95.7887%  
 Incorrectly Classified Instances 244 4.2113%  
 Kappa statistic 0.8563  
 Mean absolute error 0.0642  
 Root mean squared error 0.1956  
 Relative absolute error 21.7589%  
 Root relative squared error 50.9324%  
 Total Number of Instances 5794 
 

 
a b <- classified as  
 
4639  113|   a = TRUE  
 
131  911|  b = FALSE  
 

Table 1. Comparative results issued from two decision tree algorithms 

Create the List "[K]" of pixels of an image. 
For each pixel  P  in List "[k]" 
   IF  Skin(P) Then 
      Change the color of P to White 
     Else  
      Change the color of P to Black                   
   End IF 
End For 

Figure 6.  Algorithm  corresponding to 
the preparation of image

 

Figure 7. Preparation of image for the 
segmentation phase 
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Phase II: Marking connected components 
The approach used in this phase is the final award on the image of the same label to all points of the same 

object (white region). The algorithm used is as follows (Figure 8, 9). 

Figure 8. Algorithm corresponding to the labeling of connected components 

 
Phase III: Building the list of connected components (regions of skin) 

The algorithm used in the current phase is the following (Figure 10). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Algorithm corresponding to the tabeling of connected components 

VI. FACE DETECTION PROBLEM 

VI.1 Introduction 

Face detection is used to recognize an object in an image as a face and distinguish it from the rest of the 
image. The detection of human face is a complicated task for the face may be a pose, size, color and facial 
expression variables. In addition, other factors, such as wearing glasses, the presence or absence of hair, and 
occlusions can be unpredictable appearance of the face. Other effects, such as lighting conditions and background 
variables can make the generalization algorithms for face detection difficult [6]. 

The detection of human face in a given image is an important task in many applications of computer vision, such 
as identification of the face, the human-machine interface, etc. Research in these fields focus on improving the 
information exchanged between human and machine. This requires the integration of new media for a natural 
dialogue between man and machine provided with tools to capture not only inconvenient for the user to perform 
spontaneous movements. Thus, the use of visual information about the user including gestures and facial 
expressions (happy, sad, etc.) helps to improve communication in several senses. The system detects the presence 

//Form(P): is a point object (i.e. I(P) = (255)). 
//Neighbors(P): P has at least a point object in its neighborhood. 
//LabelNeighbors(P): gives the label of its neighborhood. 
 //Pred(P): is a list of predecessors of P. 
//MinPred(P): is the minimal label of its predecessors. 
//AssignLabel(e, P): assign the label e to P and Modify the  list of 
correspondences. 
//NLab(): give a new label. 
-------------------------------------------------------------------------------- 
Create List "[K]" of image pixels. 
Créer List "[L]" of correspondances 

// Having the number of pixels as length 
//The elements of this list are couples as (Pixel, Label). 
 For each pixel  P  in list "[k]" 
 IF  Form (P) Then 
                    IF Neighbors (P) Then 
                            AssignLabel (LabelNeighbors(P), P) 
                    else  
            AssignLabel(NLab(), P) 
       End IF 
            End IF 
End For 

//SameAs(P, [L]): Give the set of elements of list L having the 
same label as P.  
//DelEls(P, [L]): Delete all elements of the list L having the same 
label as P. 
//CreateComp([L]): create a connected object (skin region) and ad 
dit to list "[K]". 
// FirstElement([L]): Giev the first element of the list. 
Create the list "[L]" of matches. 
// /Having as length, the number of pixels, using the previous 
algorithm. 
//The elements of this list are represented as couple (Pixel, Label). 
 Create the list "[K]" of connected matches 

// Having as length the number of labels used. 
While "[L]" is not empty do 
P=FirstElement([L]) 
CreateComp(SameAs(P, [L])) 
DelEls(P, [L]) 
 End 

Figure 9. Labeling of connected 
components 
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of a user. It then locates his face, his nose and both eyes, and he follows in the sequence of images. Therefore, the 
success of these treatments depends heavily on the detection phase. 

VI.2 Elaborating the face model 

Our model was created while specifying the most important characteristics of face region. From these 
characteristics, we can decide whether a skin region represents a face or not. 

VI.2.1 Characteristics of regions face 

An area of skin contains at least two non-skin regions (eg eyes) (Fig 11.a). The ratio of area surface must be 
between certain values (Fig 11.b). There is a distance d belongs to interval [d0, d1] between two sets of non-skin 
regions in this region. (The eyes should be distributed between the left and right side of the face for example) 
(Fig. 11.c). In addition, non-skin regions should exist in the upper face. The distance between the ordinates of the 
centers of gravity of non-skin regions of the current region must belong to a certain interval (Fig 11.d). 

 

 

 

 

 

 

 

 

 

 

 

VII.2.2 Method of Face Detection 

The proposed approach is based on the use of the detection method for removing sections that did not match 
skin color; and on the algorithm of face detection to remove sections lacking the characteristics of a face. The 
main steps are summarized as follows: Replacement of non-skin pixels in the black color from an input image, 
Segmentation of image in areas of skin, and Applying the algorithm of face detection. Our proposed approach for 
face detection has 2 phases: 

Phase 1: segmentation of the image into regions of skin. 
The approach used in this phase is to segmenting the image into regions of skin. The algorithm used in this 

phase is SkinRegionCounter (Figure 12). 

 

Figure 12. Segmentation of image into skin region 
 
Phase I1: Detection of face 
The algorithm used in this phase scan all areas of skin one by one, checking if the current region is a face or not. 
The algorithm is written as follows (Figure 13.a, 13.b): 
 
 
 
 
 
 
 
 

 

             

Figure 11.d 

Two sets of 
non skin

Gravity center

Upper part 

Figure 11.a 

Having at least 2 
non skin regions 

skin regions 

Figure 11.c 

Gravity center

Two sets of non 
skin regions 

Figure 11.b 

-Total area=L*H 
-Area of skin region= 
            # skin pixels 
-The ratio of the region 
area=(SR/ST)*100 
 
r0  <= ratio <= r1 

Figure 13.b. Example for face detection 

Create the List "[K]" of skin regions. 
Create the List "[V]" for faces regions. 
FOR each region  R  in List "[k]" 
 IF     ISFACE(R) THEN 
  Add R to List "[V]" 
 END IF 
END FOR 

Figure 13.a: Algorithm for face detection 
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VII. DESIGN AND IMPLEMENTATION 

After presenting the different techniques of image segmentation into regions of skin and the technique of face 
detection, we discuss in this section the design of our application. Also, we will describe the environment on 
which we made our application. 

VII.1 The environment of our application 

To achieve our project and estimate the effectiveness of the chosen methods “Skin Color”, segmentation of 
the image into regions of skin and face detection, we used Microsoft C #. NET to program the modules of our 
application. To better present and better describe the various steps proposed in the design of our system, we'll see 
the system from two different views: a user system view and designer system view. 

A- User Viewpoint 
The system of image segmentation into regions of skin, image classification and face detection is handled as 

follows: Each user must load an image for processing. The load may be from several sources, file, memory or a 
screenshot. We also offer the option to use or not a pretreatment to improve the image quality and the quality of 
detection of skin color. The user can also set more technical parameters related to image classification and 
filtering of regions of skin. Finally, the user can introduce an image containing several faces with complex 
backgrounds to achieve segmentation and detection of various existing faces (Figure 14.a). 

 

 

 

 

 

 

 

 

 

B- Designer Viewpoint 
B.1 Platform Architecture 

We have introduced in previous sections the different techniques and methods for segmentation, classification 
and face detection. This introduction has helped us to implement our architecture with the appropriate methods. 
Our study is a research area not yet fully explored, especially in the case of image processing in many faces with 
the constraint of random and complex backgrounds. We observe that in this sector, there are two research centers, 
improving the detection rate or improving the execution time. We have dedicated product architecture organized 
in series to improve the detection rate to be presented as follows (Figure 14.b). 

 

 

 

 

 

 

 

 

 

 

B.2 The pre-processing (Normalization of an image) 
Each image can be built from a various level of light or with different lighting and shadows. It is therefore 
important that the data are standardized and that the contrast variations are representative of facial features and 
not its environment. The normalization of images is done in two stages: Equalization of light in the picture and 
Histogram equalization. But in our preprocessing, we need to equalize the light in the image of "equalization of 
contrast" because this step significantly improves the resulting detection. 

Figure 14.a. Interaction between the user and the system

User parameters

List of parameters 

Usage without pre-processing

Skin Regions

Classification of image

Detected faces

User Interface Processing

Figure 14.b. The detailed steps of our system

Transfer of processed 
image 

Image of skin 
color 

Ratio of skin 

The original image with the 
position of the face 

Pre-Processing 

Original Image 

Color of Skin 

Segmentation into skin regions 

Classification Detected Face 
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B.3 Equalization of background light intensity 
The first stage of this filter of normalization is the standard equalization of intensities encountered in the 

image window. We will consider the pixels not hidden by the mask, the background is irrelevant. The principle is 
to define a function that approximates the overall intensity of the window to its mean. This will effectively keep 
the local variations of intensity but reduce the overall average intensity by a constant region. Thus, the influence 
of initial exposure of the image is much attenuated. This allows, on the first criterion, standardization of images 
from heterogeneous environments and enables the comparison (Figure 15.a, 15.b). 

Figure 15.a. Original image Figure 15.b: Processed image

 
B.4 Skin color based on decision rules extracted 
Then, we have the original image at the entrance of the module that is represented in RGB color space; we 
traverse the image in pixels while checking the following conditions, as example: 
 
if (R <= 100) return  false;  
 if ((B> = 178) & & (R <= 225)) return  false;  
 if ((R <= 136) & & (G> = 139)) return  false;  
 if ((R <= 82) & & (G> = 67)) return  false;  
 if ((B> = 229) & & (R <= 249)) return  false;  
 if ((R <= 124) & & (B <= 106) & & (G> = 101)) 
return  false;  
……………………….; 
 

VII.2 Tests and results 

A series of experiments will be presented in this section. Tests were performed on color images containing 
faces with any background and complex conditions. 

VII.2.1 Data preparation and parameters settings 

The images dataset of test used consists of 100 images of one or many faces with complexes backgrounds and 
lighting conditions. Our application is designed to segment the image into regions of skin, classify the images and 
detect faces in extreme conditions. In order to achieve our goal, several parameters must be set (Fig 16.a, 16.b). In 
figure 16.a, the filter chosen from this menu will be applied to the image before the start of phase of segmentation 
and face detection. Before the start of segmentation and face detection phase, the user can determine areas of skin 
that he wants to display by specifying the dimensions (Fig 16.b). By default, all regions are displayed.  

 

 

 

 

 

 

 

To make our system flexible, the user can define classes of images and their thresholds. It can depend on the 
ratio of skin in the image. Also, we can set the parameters of face detection to define the face model based on the 
following attributes: interval surface area of face, interval number of non-skin regions in the region face, rotation 
interval of face, differences between the ordinates of both eyes, and minimum distance between eyes. 

VII.2.2 Different tests 

We have conducted tests with the same parameters mentioned above on a sample of 100 images (Figure 17) 
and here are some results (Table 2). 

 

 

 

 
 

Figure 16.a. Settings the parameters of pre-processing 

 

 
 

Figure 16.b. Settings the parameters of regions segmentation 

Filter settings of regions 
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Detected Detected Detected

  
 

  

Figure 17. Extract from the database

 

VII.2.3 Comparison with other software  

We made comparisons between our software and another met on the Internet (Real Time Face Detection V2.0) 
(Fig 18). 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

VIII. CONCLUSIONS AND PERSPECTIVES 

Detection of skin color in color images is a very difficult especially because it is considered a preliminary step 
in most systems of human computer interaction, motion detection, or faces, filtering adult sites. Moreover, the 
performance of these systems is closely linked with the results obtained in this step. In this research, we have 
proposed an approach for extracting knowledge for the development of a skin model with application including 
segmentation, image classification and face detection. To illustrate the robustness of our approach, the model of 
skin derived from our work has been successfully used in two applications. The first application concerns the 
detection of faces in color images. The second application concerns the classification of an image to be human, 
adult sites, etc. Regarding the application of face detection, one of the main drawbacks of the method is the 
execution time which is important because the browse of pixels in the image multiple times for each region is 
very costly in computing time. We obtained, encouraging results with different configurations; we also give the 
possibility to vary the parameters as needed to users. We also offer such opportunities, the integration of visual 
content analysis, based on skin color, for classification and filtering of Web sites that are becoming increasingly 
visual and multimedia. Finally, as we stated previously, the face detection is the first phase of the system of face 

Tool existing in literature (Real Time Face Detection Demo) Proposed system 

Not Detected 
 

Requesting time:57 ms 

Supplementary 
Detection 

 
Requesting time: 85 ms 

Not Detected 
 

Requesting time:97 ms 

Detected 
 

Requesting time: 112 ms 

Partial Detection 
 

Requesting time:109 ms 

Detected 
 

Requesting time: 150 ms 

Not Detected 
 

Requesting time:31 ms 

Detected 
 

Requesting time: 114 ms 

Figure 18. Results of detection faces with different conditions 

Not detected 4
False Detection 2
Faces Detection 94
False Classification 7
Classification 93
Number of images 100

 
Table 2. Results of experiments 
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recognition. A perspective that results is the integration of our platform in a biometric product. Also one of 
important points is to encourage developers to work on improving performance in terms of computing time of the 
used methods. 
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