D. Napoleon et al. / International Journal on Computer Science and Engineering (IJCSE)

An Efficient Clustering Technique for Message Passing
Between Data Points using Affinity Propagation

D. NAPOLEON G.BASKAR S.PAVALAKODI
Assistant Professor Research Scholar Research Scholar
Department of Computer Science Department of Computer Science Department of Computer Science
Bharathiar University Bharathiar University Bharathiar University

Coimbatore, Tamil Nadu, INDIA Coimbatore, Tamil Nadu, INDIA Coimbatore, Tamil Nadu, INDIA

Abstract — A wide range of clustering algorithms is available in literature and still an open area for
researcher’s k-means algorithm is one of the basic and most simple partitioning clustering technique is
given by Macqueen in 1967. A new clustering algorithm used in this paper is affinity propagation. The
number of cluster k has been supplied by the user and the Affinity propagation found clusters with much
lower error than other methods, and it did so in less than one-hundredth the amount of time between data
point. In this paper we make analysis on cluster algorithm k-means, efficient k-means, and affinity
propagation with colon dataset. And the result of affinity propagation shows much lower error when
compare with other algorithm and the average accuracy is good.
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I.  INTRODUCTION

Clustering the data sets is a challenging problem. Different algorithms for clustering of genes have been
proposed. The cluster analysis deals with the problems of organization of a collection of patterns into clusters
the model is determining the number of clusters needed prior to learning. This is usually inputted by the user
through a series of trial and error values. Also the usage of random initialization does not provide deterministic
results. Different algorithms for clustering of genes have been proposed (Medvedovic & Sivaganesan 2002,
Yeung et al. 2001, Yeung et al. 2003). However due to the large number of genes only a few algorithms can be
applied for the clustering of samples ((Bagirov et al. 2003)). As the number of clusters increases the number of
variables in the clustering problem increases drastically and most of clustering algorithms become inefficient for
solving such  problems. K-means algorithm and its different variations are among those algorithms which still
applicable to clustering. But k-means algorithms in general can converge only to local minima and these local
minima may be significantly different.

Affinity propagation takes a different approach to clustering. Rather than make hard decisions on the cluster
centers at each iteration, soft information about cluster exemplars is propagated through the dataset by way of a
message passing algorithm. Affinity Propagation performs the max-sum algorithm on a factor graph model of
the data to solve for a good configuration of cluster members. The number of clusters need not be pre specified;
instead, the message passing algorithm discovers the number of clusters automatically. Usually referred to
simply as k-means, Lloyd’s algorithm begins with k arbitrary centers, typically chosen uniformly at random
from the data points. Each point is then assigned to the nearest center, and each center is recomputed as the
center of mass of all points assigned to it. These two steps (assignment and center calculation) are repeated until
the process stabilizes

To classify the various types of cancer into its different subcategories, different data mining techniques
have been used over gene expression data. In this paper, we make a comparative analysis of k-means with
affinity propagation, over colon dataset Comparison is made in respect of accuracy and convergence rate.[13]

II. K-MEANS ALGORITHM

The k-means algorithm (MacQueen, 1967) is one of a group of algorithms called partitioning methods.
The k -means algorithm is very simple and can be easily implemented in solving many practical
problems. The k-means algorithm is the best-known squared error-based clustering algorithm. Consider the
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data set with ‘n’ objects,
S={xi:1;Ui;Un}.
Steps :

1) Initialize a k-partition randomly or based on some prior knowledge.
ie. {C1,C2,C3,........ ,Ck }.

2) Calculate the cluster prototype matrix M (distance matrix of distances between k-clusters and data
objects)

M={ml,m2,m3,........ , mk } where mi is a column matrix 1X n .

3) Assign each object in the data set to the nearest cluster - Cm

ie.xj ,Cmif|xj-Cm|{U|xj—Ci| T1{0j;Uk,j, mwherej=1,23,....... n
4) Calculate the average of each cluster and change the k-cluster centers by their averages.
5) Again calculate the cluster prototype matrix M.

6) Repeat steps 3, 4 and 5 until there is no change for each cluster.

The process, which is called “K-Means”, appears to give partitions which are reasonably efficient in the sense
of within-class variance, corroborated to some extend by mathematical analysis and practical experience [6,8].
Also, the K-Means procedure is easily programmed and is computationally economical, so that it is feasible to
process very large samples on a digital computer [14]. K-Means algorithm is one of first which a data analyst will
use to investigate a new data set because it is algorithmically simple, relatively robust and gives “good enough”
answers over a wide variety of data sets [9,11].

III. EFFICIENT K-MEANS ALGORITHM

Efficient K-means Algorithm (Zhang et al., 2003) is an improved version of k-means which can avoid getting
into locally optimal solution in some degree, and reduce the probability of dividing one big cluster into two or
more ones owing to the adoption of squared-error criterion.

Algorithm: Improved K-means Algorithm

S, k), S={x1,x2,....xn } [8]

Input: The number of clusters k1( k1> k ) and dataset
containing n objects(Xi)

Output: A set of clusters (Cj ) that minimize the
squared-error criterion.

Steps:

1. Draw multiple sub-samples {SI, S2, . ..,Sj } from the orginal dataset;
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2. Repeat step 3 for m=1to j
3. Apply K-means algorithm for subsample Sm for k1 clusters.
4. Compute Jc (M) -Y'-1¥ x| Xi-Z1 |
5. Choose minimum of as the refined initial points Zj
je, [1,k1]
6. Now apply k-means algorithm again on dataset S for k1 clusters.

7. Combine two nearest clusters into one cluster and recalculate the new cluster center for the combined cluster
until the number of clusters reduces into k.

IV. AFFINITY PROPAGATION
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Fig 1. Affinity Propagatio

Affinity propagation is a new algorithm that takes as input measures of similarity between pairs of data points
and simultaneously considers a// data points as potential exemplars. Real-valued messages are exchanged
between data points until a high quality set of exemplars and corresponding clusters gradually emerges. We
have used affinity propagation to solve a variety of clustering problems and we found that it uniformly found
clusters with much lower error than those found by other methods, and it did so in less than one-hundredth the
amount of time. Because of its simplicity, general applicability, and performance, we believe affinity
propagation will prove to be of broad value in science and engineering. The figure shows affinity propagation
among a small set of two dimensional data point. Input consists of a collection of real-valued similarities
between data points.

These are represented by s(i,k) which describes how well data point k is suited to be exemplar for data point i.
In addition, each data point is supplied with a preference value s(k,k) which specifies apriori how likely each
data point is to be an exemplar. This preference value can be set to something uninformative, allowing the
clustering procedure to learn from the data an appropriate number of clusters. Alternative preference
information can be utilized to minimize clusters or infuse the system with prior information.

In general the algorithm works in three steps:

Stepl: Update responsibilities given availabilities. Initially this is a data driven update, and over time lets
candidate exemplars competition for ownership of the data.

Step2: Update availabilities given the responsibilities. This gathers evidence from data points as to whether a
candidate exemplar is a good exemplar.
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Step3: Monitor exemplar decisions by combining availabilities and responsibilities. Terminate if reach a
stopping point (e.g. insufficient change). The update rules require simple local computations and messages are
exchanged between pairs of points with known similarities

Affinity Propagation (Frey and Dueck, 2006; 2007) takes as input a collection of real-valued similarities
between data points, where the similarity s(i, k) indicates how well the data point with index & is suited to be the
class center for data point i. When the goal is to minimize the squared error, each similarity is set to a negative
Euclidean distance: for points xi and xk, s(i, k)= —||xi—xk||2.Rather than requiring that the number of clusters be
pre specified, Affinity Propagation

takes as input areal number s(k, k) for each data point & so that data points with larger values of s(k, k) are more
likely to be chosen as class centers. These values are referred to as ‘preferences’. Affinity Propagation can be
viewed as searching configurations of the labels c={cl, ¢2, ..., cn} to minimize the energy:

E(c)=-Y"s(,c)

-1

The process of Affinity Propagation can be viewed as a message communication process on a factor graph
(Kschischang et al., 2001). There are two kinds of messages exchanged between data points, i.e.,
‘responsibility”’ and ‘availability’. The responsibility (i, k), sent from data point i to candidate exemplar point £,
reflects the accumulated evidence for how well-suited point £ is to serve as the exemplar for point i, taking into
account other potential exemplars for point i. The availability a(i, k), sent from candidate exemplar point & to
point i, reflects the accumulated evidence For how appropriate it would be for point i to choose point £ as its
exemplar, taking into account the support from other points that point k& should be an exemplar. The messages
need only be exchanged between pairs of points with known similarities

Input:
s(i, k): the similarity of point i to point k.

p(j): the preferences array which indicates the preference that data point j is chosen as a cluster center.

Output:

idx(j): the index of the cluster center for data point ;.

dpsim: the sum of the similarities of the data points to their cluster centers.
netsim: the net similarity (sum of the data point similarities and preferences).
expref: the sum of the preferences of the identified cluster centers

netsim: the net similarity (sum of the data point similarities and preference)

Steps:

Stepl: Initialization the availability a (i.k) to zero
a (i, k)=0 (1
step2: update the responsibility using rule

r(i,k)« s(i ,k) — max {a(i, k"). s(i, k' )}.
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k's.t. k'#k 2)

step3: update the availability using the rule
a(i, k)emin{0, r (k ,k)) max{0,r(i' ,)k)}}

' s.t.i"#i Lk 3)
The self-availability is updated differently
ak,k)« > max{0,r (', k)}. 4

' s.t.1'#k
Step 4. The message-passing procedure may be terminated after a fixed number of iterations, after changes in

the messages fall below a threshold or after the local decisions stay constant for some number of iterations.

Availabilities and responsibilities can be combined to make the exemplar decisions. For point i, the value of k&
that maximizes a(i, k)+r(i, k) either identifies point i as an exemplar if k=i or identifies the data point thatis the
exemplar for point i. When updating the messages, numerical Oscillations must be taken into consideration. As
a result, each message is set to A times its value from the previous iteration plus 1-4 times its prescribed
updated value. The A should be larger than or equal to 0.5 and less than 1. If 1 is very large, numerical
oscillation may be avoided, but this is not guaranteed. Hence a maximal number of iterations are set to avoid
infinite iteration in AP clustering

V. DATASET

The colon dataset is a collection of gene expression measurements from 62 colon biopsy samples reported by
Alon. It contains 22 normal and 40 colon cancer samples .the colon dataset consists of 2000 genes.

-,

ITERATHIN &5

:

Fig 2. Iteration of affinity propagation on dataset.
TABLE 1

Result Over Clustering Algorithm Using 2000 Gene Colon Dataset (Total Number of Records Present In Data
Set =62)

Clustering Algorithm Correctly Classified Average accuracy
K-means 33 53.23
Efficient k-means 37 58.06
Affinity Propagation 35 61.32
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VI. CONCLUSION AND FUTURE WORK

The analysis of k-means algorithm is done with the help of cancer dataset (colon dataset). The k-means use in

this study is efficient k-means and affinity propagation, the average accuracy rate of these is show below in
table. Analysis of 2000 colon dataset the average accuracy of affinity propagation is better than k-means and
efficient k-means. The convergence rate is also higher and speed of execution time is good however the
variations of k-means required more trails to reach at a stable and good clustering solution. Performance of this

algorithm can be improved with the help of variants global k-means, k++, fuzzy logic to get better quality of

cluster. So these algorithm help to get good result.
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