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Abstract— In this paper we present an algorithm for 
medical image retrieval system which is  optimized for use 
in FPGA. The algorithm proposed is based on the 
improvement of fast Hartley transform and can be used in 
conjunction with computer or with an embedded device to 
accelerate retrieval. Medical Image Retrieval is a complex 
problem due to subjective nature of human visual system 
which is based not only on localization and directionality 
but also on the pathological condition.    
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I.  INTRODUCTION 

With the availability of large amount of digital medical 
images, image retrieval based on a query image is essential to 
effectively and efficiently use the information that is 
intrinsically stored in these image databases. Automated 
extraction of features characterizing the image plays an 
important role for the construction of image retrieval systems 
[1].  Image retrieval systems can be broadly classified  into two 
Text Based Image Retrieval and Content Based Image 
Retrieval systems. Currently Content Based Image Retrieval 
has been a topic of intensive research. Text Based Image 
Retrieval is the traditional approach for image retrieval system 
where system features are added by adding text strings 
describing the content of an image. In contrast content based 
image retrieval just consist of pure pixel data in the form of a 
query image as the search input. 

With rapid progress in the area of image retrieval, the 
challenges faced in this area are to provide fast and accurate 
retrieval of the desired data[2]. To achieve accurate and fast 
image retrieval system, two issues need to be resolved: 

 Semantic gap should be addressed between low-
level visual content and higher-level concepts. 

 The total time of image analysis, image indexing, 
image searching and machine learning algorithms 
should be minimal. 

This paper focuses on the second problem and discuss our 
ideas, findings, design and the system that benefit from 
implementing our algorithm in an FPGA. Image retrieval 
solutions can feature demanding and repetitive image 
processing tasks that overwhelm the host CPU or leave little 

room for additional functionality. FPGA based processing 
provides an alternative method to offload and even accelerate 
these tasks, freeing up valuable host resources. FPGA also 
provides the benefit of implementing  custom image processing 
algorithms. Traditionally, the route to implementing image-
processing functions is through an  DSP. This is a valid route 
and in some cases are optimal. DSPs are costly and their 
corresponding software applications may not match the 
performance of the available  hardware. The attractiveness of 
FPGAs derives from the combination of the virtues of the 
alternatives. FPGAs have become competitive with DSPs in 
many areas, and many design engineers look to FPGAs for 
their digital image processing needs. 

Korn et al. proposed  a system for  retrieval of tumor shapes in 
mammogram x-rays [3]. This approach has restrictions in the 
feature of the image as only tumor shape was considered. The 
automatic search and selection engine with retrieval tools 
(ASSERT) is operable with only  high resolution computed 
tomography of the lung [4 ] with high data entry costs.  

Another popular method used in the literature is the conversion 
of the spatial domain data to frequency domain to extract 
unique features which is used in classification [5,6,7]. We 
propose to explore features extracted in frequency domain for 
faster  retrieval.  

In this paper, we proposed a fuzzy based method applied on the 
Fast Hartley Transform to reduce the dimensionality of feature 
space. This method comprises two phases: transformation from 
spatial domain to frequency domain as well as representative 
selection in the feature space. 

This paper is organized into the following sections. Section II 
describes the feature set reduction technique applied on the 
Fast Hartley Transform, Section III describes the classification 
algorithm used, Section IV describes the experimental setup 
and Section V concludes with an discussion of the obtained 
result. 

II. FAST HARTLEY TRANSFORM 

The Hartley transform has the advantage over Fourier 
transform by being real valued. It provides the same phase and 
amplitude information even though it produces real output 
from real input. Like the fast Fourier transform, there is a "fast" 
version of the Hartley transform. A decimation in time 
algorithm makes use of 
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where denotes the sequence with elements 

A decimation of the data in frequency is given by 

 

 

 

 

The Hartley transform may also be computed using a ‘fast’ 
algorithm which requires O(Nlog2N) operations. The Fast 
Hartley transform (FHT) is roughly twice as fast as a complex 
valued FFT, requiring  the same number of operations as the 
real valued FFT algorithms. Using  the FHT, Discrete Cosine 
Transforms (DCT) and Discrete Fourier Transforms (DFT) can 
also be obtained.  

In our work the Fast Hartley Transform was modified by 
considering co efficient which fall in the even portion of the 
matrix. This reduces dimensionality of the data which is used 
for classification of medical images and ultimately its retrieval. 

III. CLASSIFICATION ALGORITHMS 

 
The role of the classification process is to categorize all pixels 
in a digital image into one of  the available classes. For 
analyzing the data and classification of images, the two 
Machine learning algorithms J48 Pruned tree and Naive Bayes 
classifier were adopted here. J48 Pruned tree algorithm 
implementation is similar to the C4.5 decision tree learner 
producing decision tree models. J48 algorithm uses the greedy 
technique to bring decision tree for classification. J48 
generates decision tree, the nodes of which evaluate the 
existence or significance of individual features. The advantage 
of using J48 decision tree is the creation of threshold values 
for continuous data thus effectively creating a method to split 
the attribute above the threshold value and below it. A simple 
decision tree is shown in figure 1. 
 
 
 

 

 

 

 
Figure 1. A decision tree example 

 
Naive Bayes Classifier is based on Bayesian theorem and is 
suited well when the number of inputs is very high. Naïve 
Bayes classifiers works on the principle that the effect of a 
variable for given class is independent of the values of other 
variable.  Based on the accurate nature of the probability 
model, Naive Bayes classifiers can be trained for effective 
classification  in a supervised learning setting.  
 
The naive Bayes classifier assigns an instance sk with attribute 
values (A1=v1, A2=v2, …, Am=vm ) to class Ci with maximum 
Prob(Ci|(v1, v2, …, vm)) for all i.  
 
Likelihood of sk belonging to Ci is given by 

 
Likelihood of sk belonging to Cj is given by 

 
Therefore, when comparing Prob(Ci| (v1, v2, …, vm)) and P(Cj 

|(v1, v2, …, vm)), we only need to compute P((v1, v2, …, 
vm)|Ci)P(Ci) and P((v1, v2, …, vm)|Cj)P(Cj)  
 

IV. EXPERIMENTAL SETUP 

A program was written in LabVIEW to implement the Fast 
Hartley Transform and extracting only even co efficients. For 
a given input image the co efficient were extracted to a text 
file. The co efficient so extracted become the attributes for the 
classifier. 44 medical images from the National Biomedical 
Imaging archive was used as the data for retrieval. Some of the 
images used are shown in figure 2. Classification by J48 
pruned tree and Naïve Bayes was done using WEKA. Results 
obtained are displayed in figure 3 and table 2. 
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Figure 2. Images used for retrieval. 

V. CONCLUSIONS 

In this paper we investigate an modified Fast Hartley 
Transform for creating the attributes in medical image 
retrieval. Images obtained from the database for the given 
query image is fairly accurate. Our ultimate goal is to increase 
the speed of the operation which is achieve compared to the 
usage of regular Fast Hartley Transform. The next step is to 
implement our algorithm in an FPGA and measure 
performance. 
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Figure 3. Classification Accuracy  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4 : Precision details for both the classification methods 
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