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ABSTRACT 
The augmentation to block truncation coding (BTC) based 
image retrieval techniques using Even and Odd images 
with ten different colour spaces is the theme of work 
given in the paper. Here the original image is reflected 
across vertical axis to obtain the flip image, then even and 
odd images are obtained respectively by addition of 
original with flip and subtraction of flip from original. The 
BTC is applied on original image, even image and odd 
image to get seven different combinational feature sets for 
content based image retrieval (CBIR) techniques like 
original, even, odd, original & even, original & odd, even 
& odd and original & even & odd. Use of ten sundry 
colour spaces results into total seventy CBIR methods, 
For experimentation the generic image database having 
1000 images spread across 11 categories is used. For each 
proposed CBIR technique 55 queries (5 per category) are 
fired on the generic image database. To compare the 
performance of image retrieval techniques average 
precision and recall are computed of all queries. The 
results have shown the performance improvement (higher 
precision and recall values) with these proposed colour-
BTC methods. Instead of using just 6 feature vector in 
BTC, if we perform the image retrieval using the flipping 
technique wherein the feature vector is increased to 12 
and 18,the performance also increases except in the case 
of normalized rgb colour space. Image flipping helps to 
improve the performance in all of luminance-chromaticity 
colour spaces (YUV, YIQ, LUV, Kekre’s YCgCb, 
YCbCr) as well as non-luminance based colour spaces  
(XYZ,HSI,RGB,HSV) in comparison of BTC applied on 
original image. Also overall YUV colour space proves to 
be the best in all colour spaces for proposed image 
flipping techniques. The second best performance is given 
by Kekre’s YCGCb colour space. 
 
Keywords 
CBIR, BTC, Colour Space, RGB, HSV, XYZ, HSI, rgb, 
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1.   INTRODUCTION  
The large numbers of images which are being generated 
from a variety of sources (digital camera, digital video, 
scanner, the internet etc.) have posed technical challenges 
to computer systems to store/transmit and index/manage 

image data effectively to make such collections easily 
accessible. Image compression deals with the challenge of 
storage and transmission, where significant advancements 
have been made [1,4,5]. The challenge to image indexing 
is studied in the context of image database [2,6,7,10,11], 
has become one of the promising and important research 
area for researchers from a wide range of disciplines like 
computer vision, image processing and database areas. 
The thirst for better and faster image retrieval techniques 
is increasing day by day.  
Problems with traditional methods of image indexing have 
led to the rise in techniques for retrieving images on the 
basis of automatically derived features such as colour, 
texture and shape- a technology now referred as Content-
Based Image Retrieval (CBIR).  

Some of important applications for CBIR technology 
could be identified as art galleries [12,14], museums, 
archaeology [3], architecture design [8,13], geographic 
information systems [5], weather forecast [5,22], medical 
imaging [5,18], trademark databases [21,23], criminal 
investigations [24,25], image search on the Internet 
[9,19,20]. 

1.1  Content Based Image Retrieval  

A Content Based Image Retrieval (CBIR) is an interface 
between a high level system (the human brain) and a low 
level system (a computer). The human brain is capable of 
performing complex visual perception, but is limited in 
speed while a computer is capable of limited visual 
capabilities at much higher speeds. In a CBIR, features are 
used to represent the image content. The features are 
extracted automatically and there is no manual 
intervention, thus eliminating the dependency on humans 
in the feature extraction stage. These automated 
approaches to object recognition are computationally 
expensive, difficult and tend to be domain specific.  

The typical CBIR system performs two major tasks 
[16,17]. The first one is feature extraction (FE), where a 
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set of features, called feature vector, is generated to 
accurately represent the content of each image in the 
database. The second task is similarity measurement 
(SM), where a distance between the query image and each 
image in the database using their feature vectors is used to 
retrieve the top “closest” images [16,17,26]. For feature 
extraction in CBIR there are mainly two approaches [5] 
feature extraction in spatial domain and feature extraction 
in transform domain. The feature extraction in spatial 
domain includes the CBIR techniques based on 
histograms [5], BTC [1,2,16], VQ [21,25,26]. The 
transform domain methods are widely used in image 
compression, as they give high energy compaction in 
transformed image [17,24]. So it is obvious to use images 
in transformed domain for feature extraction in CBIR 
[23]. But taking transform of image is time consuming 
and also needs all images of database to be of same size to 
get similar feature vectors. This limitation is overcome in 
CBIR using Block Truncation Coding (BTC). 

2. BLOCK TRUNCATION CODING (BTC) 
 

Block truncation coding (BTC) is a relatively simple 
image coding technique developed in the early years of 
digital imaging more than 29 years ago. Although it is a 
simple technique, BTC has played an important role in the 
history of digital image coding in the sense that many 
advanced coding techniques have been developed based 
on BTC or inspired by the success of BTC [1]. Block 
Truncation Coding (BTC) was first developed in 1979 for 
grayscale image coding.  This method first divides the 
image to be coded into small non-overlapping image 
blocks (typically of size 4× 4 pixels to achieve reasonable 
quality.)  The small blocks are coded one at a time. For 
each block, the original pixels within the block are coded 
using a binary bit-map the same Upper Mean Colour as 
the original blocks and two mean pixel values. In the 
original implementation the block mean and the variance 
of the pixels are used to preserve the first and second 
moment of the blocks.  The descriptors here follow a later 
version of BTC, which was shown to give better 
performance [1]. 

The method first computes the mean pixel value of the 
whole block and then each pixel in that block is compared 
to the block mean. If a pixel is greater than or equal to the 
block mean, the corresponding pixel position of the 
bitmap will have a value of 1 otherwise it will have a 
value of 0. Two mean pixel values one for the pixels 
greater than or equal to the block mean and the other for 
the pixels smaller than the block mean are also calculated. 
At decoding stage, the small blocks are decoded one at a 
time. For each block, the pixel positions where the 

corresponding bitmap has a value of 1 is replaced by one 
mean pixel value and those pixel positions where the 
corresponding  bitmap has a value of 0 is replaced by 
another mean pixel value.  

It was quite natural to extend BTC to multi-spectral 
images such as colour images.  Most colour images are 
recorded in RGB space, which is perhaps the most well-
known colour space. As described previously, BTC 
divides the image to be coded into small blocks and code 
them one at a time. For single bitmap BTC of colour 
image, a single binary bitmap of the same size as the 
block is created and two colours are computed to 
approximate the pixels within the block. To create a 
binary bitmap in the RGB space, an inter band average 
image (IBAI) is first created and a single scalar value is 
found as the threshold value. The bitmap is then created 
by comparing the pixels in the IBAI with the threshold 
value [1]. 

2.1 CBIR using BTC-RGB                

In original BTC we divide the image into R, B, and G 
components and compute the interband average image 
(IBAI) which is the average of all the components(R, G, 
and B) and mean of interband average image is taken as 
threshold. But the disadvantage of this method is that if 
one of the component is prominent than the other 
component then that component dominates the threshold 
value, reducing the effect of other component. A more 
general approach is by using three independent R, G and 
B components of colour images to calculate three different 
thresholds and then apply BTC to each individual R, G 
and B planes. Let the thresholds be TR, TG and TB, 
which could be computed as per the equations given 
below. 
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Here three binary bitmaps will be computed as BMr, BMg 
and BMb. If a pixel in each component (R, G, and B) is 
greater than or equal to the respective threshold, the 
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corresponding pixel position of the bitmap will have a 
value of 1 otherwise it will have a value of 0. 
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Two mean colours one for the pixels greater than or equal 
to the threshold and other for the pixels smaller than the 
threshold are also calculated [15]. The upper mean colour 
UM (Rm1, Gm1, Bm1) is given as follows. 
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And the Lower Mean LM= (Rm2, Gm2, Bm2) is 
computed as following equations   
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These Upper Mean and Lower Mean together will form a 
feature vector or signature of the image. For every image 
stored in the database these feature vectors are computed 
and stored in feature vector table.  

 2.2 CONSIDERED COLOUR SPACES  

As applied to RGB colour space the Block Truncation 
Coding (BTC) can also applied to other colour spaces for 
obtaining feature vector to be used in CBIR. 

A. Kekre’s LUV Colour Space 

Here we have used Kekre’s LUV colour Space, which is 
special case of Kekre Transform. Where L gives 
luminance and U and V gives chromaticity values of 
colour image. Positive value of U indicates prominence of 
red component in colour image and negative value of V 
indicates prominence of green component.  This needs the 
conversion of RGB to LUV components. The RGB to 
LUV conversion matrix given in equation 13 gives the L, 
U, V components of colour image for respective R, G, B 
components. 
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The LUV to RGB conversion matrix given in equation 14 
gives the R, G, B components of colour image for 

respective L, U, V components. 

2/

6/

3/

.

111

111

021

 

V

U

L

B

G

R






 

(14) 

B. YCbCr Colour Space  

We have used YCbCr colour Space. Where Y gives 
luminance and Cb and Cr gives chromaticity values of 
colour image. To get YCbCr components we need the 
conversion of RGB to YCbCr components.  The RGB to 
YCbCr conversion matrix given in equation 15 gives the 
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Y, Cb, Cr components of colour image for respective R, 
G, and B components.  
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The YCbCr to RGB conversion matrix given in equation 
16 gives the R, G, B components of colour image for 
respective Y, Cb, and Cr components. 
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C. YUV Colour Space  

Here we have used YUV colour Space. The YUV model 
defines a colour space in terms of one luminance 
(brightness) and two chrominance (colour) components. 
The YUV colour model is used in the PAL, NTSC, and 
SECAM composite colour video standards. Previous 
black-and-white systems used only luminance (Y) 
information and colour information (U and V) was added 
so that a black-and-white receiver would still be able to 
display a colour picture as a normal black and white 
pictures. YUV models human perception of colour in a 
different way than the standard RGB model used in 
computer graphics hardware. The human eye has fairly 
little colour sensitivity: the accuracy of the brightness 
information of the luminance channel has far more impact 
on the image discerned than that of the other two. The 
RGB to YUV conversion matrix given in equation 17 
gives the Y, U, V components of colour image for 
respective R, G, B components. 
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The YUV to RGB conversion matrix given in equation 18 
gives the R, G, B components of colour image for 
respective Y, U, V components. 
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D. YIQ Colour Space 

The YIQ colour space is derived from YUV colour space 
and is optionally used by the NTSC composite colour 
video standard. The ’I’ stands for in phase and ‘Q’ for 
quadrature, which is the modulation method used to 
transmit the colour information.  
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The interconversion equations for YIQ to RGB colour 
space are given as per the equations (19) and (20). 
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E.  YCgCb Colour Space  
 
The new colour space YCbCg is introduced here. 
Interconversion equations for RGB to YCgCb colour 
space can be given as below in equations 21 and 22. 
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F. XYZ Colour Space 
 
Conversion equations for RGB to XYZ colour space and 
XYZ to RGB can be given as given in equations 23 and 
24 below. 
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G. Normalized rgb Colour Space  
In order to eliminate the influence of illumination 
intensity, colour information (R, G and B) can be 
normalized to get rgb colour space [29,30] where,  
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H. HSV Colour Space 
The HSV stands for the Hue, Saturation, and Value based 
on the artists (Tint, Shade, and Tone).  The Value 
represents intensity of a colour, which is decoupled from 
the colour information in the represented image. The Hue 
and Saturation components are intimately related to the 
way human eye perceives colour resulting in image 
processing algorithms with physiological basis. 
Conversion formula from RGB to HSV is as follows: 

ܪ ൌ cosିଵ ቎

1
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Conversion from HSV space to RGB space is more 
complex. And, given to the nature of the hue information, 
we will have a different formula for each sector of the 
colour triangle. 
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Green-Blue Sector: 
for 120° ൏ ܪ ൑ 240° 
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Blue-Red Sector: 
for 240° ൏ ܪ ൑ 360° 
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I. HSI Colour Space  
To convert RGB to HSI [29,30], first we convert RGB to 
‘normalized rgb’ using equations given in section 2.2.G. 
Each normalized H, S and I are then obtained using 
following equations. 
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(35) 

   1,0,,,min.31  sbgrs  (36) 

 1,0,)255.3/()(  iBGRi (37) 

For convenience h,s and i values are converted in the 
ranges of [0,360],[0,100] and [0,255] respectively using 
following equation 38. 

255,100,/180  iIsShH  (38) 
 
3.  FLIPPING OF IMAGE 

 
A flipped image or reversed image, the more formal term, 
is a static or moving image that is generated by a mirror-
reversal of an original across a horizontal axis or vertical 
axis which is shown in Fig 1. There are two ways to 
generate even or odd images as Horizontal axis and 
Vertical axis. Take an image and flip it along the 
horizontal axis or vertical axis. In the flipping along 
horizontal axis the original image is flipped along the X-
axis. While flipping along the X-axis what we are 
basically doing is the pixel values of the images are 
interchanged wherein the 1st element of the 1st row is 
interchanged with the last element of the 1st row,  the 2nd  
element of the 1st row is interchanged with the second last 
element of the 1st row and so on till all the pixel values of 
all the rows are interchanged. In flipping along vertical 
axis, the original image is flipped along the Y-axis. While 
flipping along the Y-axis what we are basically doing is 
the pixel values of the images are interchanged wherein 
the 1st element of the 1st column is interchanged with the 
last element of the 1st column, the 2nd element of the 1st  
column  is interchanged with the second last element of 
the 1st column, the 1st element of the 2nd column is 
interchanged with the last element of the 2nd  column , the 
2nd element of the 2nd column  is interchanged with the 
second last element of the 2nd column. and so on till all 
the pixel values of all the columns are interchanged. 
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3.1 Even Image and Odd Image  
 

An even image is generated by adding all the pixel values 
of the original image and the flipped image and dividing 
them by 2 which is shown in Fig 1. An odd image is 
generated by subtracting all the pixel values of the 
original image and the flipped image and dividing them 
by 2 which is shown in Figure 1. 

      Original image  

                                                      

 

    Flipped Image           Even Image                Odd Image 

 
      Figure 1: Original, flipped, even and odd image 

 

4.  PROPOSED CBIR TECHNIQUES 
 

a. Simple BTC 
In simple BTC we calculate the feature vector using the 
simple BTC technique. 
 
b. Even BTC 
In even BTC we retrieve the images using the 6 feature 
vectors consisting of only the even part.  
 
c. Odd BTC 
In even BTC we retrieve the images using the 6 feature 
vectors consisting of only the odd part.  
 
d. Even and Simple BTC 
Here we retrieve the images by using a combination of 
both the even part as well as the simple BTC thus 
increasing the feature vector to size 12. 
 
e. Odd and Simple BTC 
Here we retrieve the images by using a combination of 
both the odd part as well as the simple BTC thus 
increasing the feature vector to size 12. 
 

f. Even and Odd BTC 
Here we retrieve the images by using a combination of 
both the even part as well as the odd part thus increasing 
the feature vector to size 12. 
 
g. Even, Odd and Simple BTC 
Here we retrieve the images by using a combination of the 
even part as well as the odd part as well as the simple 
BTC thus increasing the feature vector to size 18. 

 
5.  IMPLEMENTATION 
 
The implementation of the CBIR techniques is done in 
MATLAB 7.0 using a computer with Intel Core 2 Duo 
Processor T8100 (2.1GHz) and 2 GB RAM. The CBIR 
techniques are tested on the image database [15] of 1000 
variable size images spread across 11 categories of human 
being, animals, natural scenery and manmade things. The 
categories and distribution of the images are Tribes (85), 
Buses (99), Beaches (99), Dinosaur (99), Elephants (99), 
Roses (99), Horses (99), Mountains (61), Airplanes (100), 
Monuments (99) and Sunrise (61). The table below will 
summarize the categories. Figure 2 gives the sample 
images from generic image database.  

Table 1:  Generic Image Database: Category-wise Distribution 
 

Category Tribes Buses Beaches 

No of images 85  99 99 
Category Horses Mountains Airplanes

No of images 99 61 100 
Category Dinosaurs Elephants Roses 

No of images 99 99 99 
Category Monuments Sunrise 

No of images 99 61 
 

retrievedimagesofnumberTotal

retrievedimagesrelevantofNumber
ecision

____

____
Pr 

 
(39) 

databaseinimagesreleventofnumberTotal

retrievedimagesrelevantofNumber
call

______

____
Re 

 
“(40) 
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Figure 2: Sample images of Generic Image Database [Image database 

contains total 1000 images with 11 categories] 

 
6. RESULTS AND DISCUSSIONS 

For testing the performance of each proposed CBIR 
technique first five images from each category are fired on 
the database as queries. The average precision and 
average recall are computed by grouping the number of 
retrieved images. 

Figure 3 gives performance comparison of BTC-CBIR 
techniques based on image flipping for respective colour 
spaces. In general we could conclude that the performance 
of image retrieval improves when considering the 
proposed CBIR technique i.e. considering odd, even parts 
and original image and various permutations and 
combination of these parts applied on various non-
luminance colour spaces like HSV, XYZ, HIS, 
Normalized RGB as well as luminance-chromaticity based 
colour spaces like Kekre‟s LUV, YCbCr, YUV, YIQ and 
Kekre‟s YCgCb. 

 

 

 

Figure 3: Comparison of performance of BTC-CBIR using image flipping techniques for respective colour spaces 
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Figure 4 Comparison of performance of BTC-CBIR using assorted colour spaces for respective image flipping techniques 
 

The performance comparison based on image flipping 
methods for BTC-CBIR techniques using assorted colour 
spaces is shown in figure 4. Here in even flipping based 
BTC-CBIR, it can be observed that the performance of 
luminance-chromaticity based colour spaces (YCbCr, 
YIQ, YUV, Kekre’s YCgCb) is higher than other colour 
spaces. Similarly while considering odd flipping, 
combination of even and odd, even& odd & original, 
even& original, odd& original the performance of 
luminance-chromaticity based colour spaces (YCbCr, 
YIQ, YUV, Kekre’s YCgCb) is higher than other colour 
spaces. In general, the performance of YUV and Kekre’s 
YCgCb is best in all proposed flipping techniques. 

7. CONCLUSION 

So far many CBIR techniques have been proposed, but till 
the researchers are craving for better and faster image 
retrieval solutions. The paper presented the exhaustive 
comparison of image retrieval techniques based on 
augmented colour-BTC using 10 assorted colour spaces 
and even and odd image parts. The techniques are tested 
on image database of 1000 generic images spread across 
11 different categories. Image flipping helps to improve 
the performance in all luminance-chromaticity colour 
spaces (YUV, YIQ, LUV, Kekre’s YCgCb, YCbCr) as 
well as non-luminance based colour spaces 
(XYZ,HSI,RGB,HSV) in comparison of BTC applied on 
original image at the cost of increased feature vector size. 
Overall YUV colour space proves to be the best in all 
proposed image flipping based CBIR techniques among 
the proposed extensions to BTC-CBIR. 
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