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Abstract—In HRM, among the challenges for HR professionals 
is to manage an organization’s talents, especially to ensure the 
right person for the right job at the right time.  Human talent 
prediction is an alternative to handle this issue. Due to that 
reason, classification and prediction in data mining which is 
commonly used in many areas can also be implemented to 
human talent. There are many classification techniques in data 
mining techniques such as Decision Tree, Neural Network, 
Rough Set Theory, Bayesian theory and Fuzzy logic.  Decision 
tree is among the popular classification techniques, which can 
produce the interpretable rules or logic statement. The 
generated rules from the selected technique can be used for 
future prediction.  In this article, we present the study on how 
the potential human talent can be predicted using a decision 
tree classifier. By using this technique, the pattern of talent 
performance can be identified through the classification 
process. In that case, the hidden and valuable knowledge 
discovered in the related databases will be summarized in the 
decision tree structure. In this study, we use decision tree C4.5 
classification algorithm to generate the classification rules for 
human talent performance records. Finally, the generated rules 
are evaluated using the unseen data in order to estimate the 
accuracy of the prediction result. 

Keywords-Human talent; Classification, Prediction; Decision 
Tree; C4.5 classifier; Classification Algorithm 

 

I.  INTRODUCTION 
1Nowadays, there are many areas, such as in finance, 

medical, marketing, stock market, telecommunication, 
manufacturing, health care and customer relationship, which 
have adapted data mining techniques [1-4] [5-10] [11-13] 
[14-16].  However, the used of classification techniques in 
data mining approach does not attract much attention among 
people in Human Resource (HR) field [17, 18]. HR data 
provides a rich resource for knowledge discovery for 
decision support system development.  In addition, today’s 
organization has to struggle effectively in terms of cost, 
quality, service or innovation. The success of these tasks 
depends on having enough right people with the right skills, 
deployed in the appropriate locations at the appropriate point 

                                                            
1 This research was conducted as a part of the science fund 

project funded by MOSTI (Ministry of Science, Technology and 
Innovation), Malaysia (01-01-01-SF0236).  

 

of time which is known as talent management. Managing an 
organization talent has become one of the challenges to the 
HR professionals. This task involves a lot of managerial 
decisions in order to decide the right person for the right job 
at the right time. Sometimes, these types of decisions are 
very uncertain and difficult; and it depends on various 
factors such as human experience, knowledge, preference 
and judgment. The process to identify an existing talent in 
organization is among the top talent management challenges 
and becomes a never ending issue [19].   

In data mining tasks, classification and prediction is 
among the popular task for knowledge discovery and future 
plan. The classification process is known as supervised 
learning, where the class level or classification target is 
already known. There are many techniques used for 
classification in data mining such as Decision Tree, 
Bayesian, Fuzzy Logic, Support Vector Machine (SVM), 
Artificial Immune System (AIS), Neural Network, Rough 
Set Theory, Genetic Algorithm and Nearest Neighbor. 
Decision tree is among the powerful classification 
algorithms as stated in some studies [20-23].  The decision 
tree technique has its advantages such as it can produce a 
model which may represent interpretable rules or logic 
statement; it is more suitable for analyzing categorical 
outcomes; it is non-parametric which is suited to capture a 
functional form relating independent and dependent 
variables; easy to interpret,  computationally inexpensive, 
capable in dealing with noisy data, its prediction model is 
explainable to the user, it has automatic interaction detection 
to find the significant  high-order interactions quickly, and it 
can produce more informative outputs [18, 20].  In fact, 
there are many techniques from the decision tree family such 
as C4.5, NBTree, SimpleCart, REPTree, BFTree and others.  
The C4.5 classification algorithm is easy to understand as 
the derived rules have a very straightforward interpretation. 
Due to these reasons, this study is aimed to use this 
classification algorithm to handle issue on human talent 
prediction.  

In this study, recommendation for promotion (yes/no) is 
considered as the target class in classification process. For 
human talent dataset, we used employees’ data from one of 
Malaysian higher learning institutions as training dataset. 
The first phase of mining process, the training dataset is 
prepared using the data mining preprocessing task. In the 
second phase, the C4.5 classifier is used to generate talent 
performance knowledge from yearly performance evaluation 
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database.  The evaluation on other classifiers, such as neural 
network and nearest neighbor using the same training set, 
has been discussed in our previous work [24, 25].  In that 
study, the proposed classifier for the training dataset is C4.5 
which is from the decision tree family. Finally, the generated 
classification rules from C4.5 classifier for talent 
performance have been analyzed to determine interesting 
attributes and the correctly classified data using unseen data. 

This paper is organized in five sections. The first part is 
the introduction, followed by the second section which 
describes some related work on managing human talent, data 
mining in HR, classification for prediction, the decision tree 
techniques and C4.5 classifier for classification and 
prediction. The third section discusses the research method, 
while section 4 provides some results and discussion. 
Finally, section 5 ends with the concluding remarks and 
future research directions. 

II. RELATED WORKS 

A. Managing Human Talent 

In any organization, talent management has become an 
increasingly crucial approach in HR functions.  Talent is 
considered as the capability of any individual to make a 
significant difference to the current and future performance 
of the organization [26]. Managing an organization’s talents 
involves human resource planning that emphasizes processes 
for managing people in organization. Besides that, talent 
management can be defined as a process to ensure 
leadership continuity in key positions and encourages 
individual advancement; and decision to manage supply, 
demand and flow of talent through human capital engine 
[27].  

Talent management is very crucial and needs some 
attention from HR professionals. TP Track Research Report 
has found that among the top current and future talent 
management challenges are developing existing talent; 

forecasting talent needs; attracting and retaining the right 
leadership talent; engaging talent; identifying existing talent; 
attracting and retaining the right leadership and key 
contributor; deploying existing talent; lack of leadership 
capability at senior levels and ensuring a diverse talent pool 
[19].  In this study, we attempt to focus on one of the talent 
management challenges i.e. to identify an existing talent 
regarding the key talent in an organization by predicting 
their performance.  For that reason, we use the past data 
from the employee database to implement the classification 
and prediction process.  Talent management process consists 
of recognizing the key talent areas in the organization, 
identifying the people in the organization who constitute  
key talent, and conducting development activities for the 
talent pool to retain and engage them and also have them 
ready to move into more significant roles [27] as illustrated 
in Fig.1.  These processes involve HR activities that need to 
be integrated into an effective system such as decision 
support system [28].  

B. Data Mining for Talent Management  

Data mining is part of the process in Knowledge 
Discovery in Database (KDD). Data mining is a step in 
KDD and currently receives great attention and is 
recognized as a newly emerging analysis tool [20].  
Recently, data mining has given a great deal of concern and 
attention in the information industry and in society as a 
whole. This is  due to the wide accessibility of enormous 
amount of data and the important needs for turning such data 
into useful information and knowledge  [29]. Data mining 
has several tasks such as classification and prediction; 
concept description; association; cluster analysis; outlier 
analysis; trend and evaluation analysis; statistical analysis 
and others.  Computer application interfaces with data 
mining tool can help executives to make more informative 
and objective decisions.  Besides that, it can help managers 
to retrieve, summarize and analyze related data to make 
wiser and more informative decisions. There are very few 

Figure 1.  Human Talent Prediction using Data Mining Technique 
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studies related to prediction application in HR using this 
approach. However, this approach is quite popular in HR 
personnel selection problems. From the literature study, 
prediction applications in HRM are infrequent and there are 
some examples such as to predict the length of service, sales 
premiums, to achieve persistence indices of insurance agents 
and to analyze mis-operation behaviors of the operators [18].  
Over the years, data mining has involved in various 
techniques including statistics, SVM, AIS, neural network, 
decision tree, genetic algorithm, and visualization 
techniques.  Data mining has been applied in many fields 
such as finance, marketing, manufacturing, health care, 
customer relationship and etc. However, its application in 
HRM is rare [18].   

Recently, with the new demand and  increased visibility, 
HRM seeks a more strategic role by turning to data mining 
methods [17].  This can be done by identifying generated 
patterns from the existing data in HR databases as useful 
knowledge.  Thus, this study concentrates on identifying the 
patterns that relate to the talent. The patterns can be 
generated by using some of the major data mining 
techniques, such as the clustering technique which is used to 
list the employees with similar characteristics, to group the 
performances and etc. From the association technique, 
patterns that are discovered can be used to associate the 
employee’s profile for the most appropriate program/job, 
associated with employee’s attitude to performance and etc. 
In classification and prediction, the pattern can be used to 
predict the percentage accuracy in employee’s performance, 
behavior, and attitudes, predict the performance progress 
throughout the performance period, and also identify the 
best profile for different employee and etc. [30].   

The matching of data mining problems and talent 
management needs is very crucial. Therefore, it is very 
important to determine the suitable data mining techniques. 

In HRM, there are some interests on solving HRM problems 
using data mining approach [17, 31]. There are very few 
discussions on the uses of data mining related to employee’s 
performance prediction, project assignment, employee’s 
recruitment and many others.  Due to these reasons, this 
study attempts to use the data mining approach for 
employee’s performance prediction as one of the methods to 
predict the human talent in an organization. The purpose of 
this study is to determine the employees’ performance by 
predicting their performance based on the past experience 
knowledge through previous performance evaluation data. In 
this study, the classification technique will be used for 
human talent prediction. 

C. Classification for Prediction 

Classification and prediction are among the methods that 
can produce intelligent decision. Currently, many 
classification and prediction methods have been proposed by 
researchers in machine learning, pattern recognition, and 
statistics.  In this study, we are focusing on classification 
methods in data mining as part of machine learning process.  
Classification and prediction in data mining are two forms of 
data analysis that can be used to extract models to describe 
important data classes or to predict future data trends [32] as 
shown in Fig. 2.  

The classification process has two phases; the first phase 
is learning process where the training data are analyzed by 
the classification algorithm.  Learned model or classifier is 
represented in the form of classification rules.  The second 
phase is classification process, where the test data are used 
to estimate the accuracy of classification model or classifier.  
If the accuracy is considered acceptable, the model can be 
applied to the new data to know the prediction result.  There 
are many techniques that  can be used for classification such 
as decision tree, Bayesian methods, Bayesian network, rule-
based algorithms, neural network, support vector machine, 

Figure 2.  Classification Process in Data Mining 
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association rule mining, k-nearest-neighbor, case-based 
reasoning, genetic algorithms, rough sets and fuzzy logic.  In 
this study, our discussion focuses on the three main 
classification techniques i.e. decision tree, neural network 
and k-nearest-neighbor.  Decision tree and neural network 
are found useful in developing predictive models in many 
fields[20].   

D. Decision Tree Techniques  

Decision tree can produce a model with rules that are 
human-readable and interpretable. The classification task 
using decision tree technique can be performed without 
complicated computations and the technique can be used 
for both continuous and categorical variables. This 
technique is suitable for predicting categorical outcomes 
and less appropriate for application with time series data 
[20]. Decision tree classifiers are quite popular techniques 
because the construction of tree does not require any 
domain expert knowledge or parameter setting, and is 
appropriate for exploratory knowledge discovery.  
Currently, there are many research that employed decision 
tree techniques such as in electricity energy consumption 
[20], prediction of breast cancer [23], accident frequency 
[33], personnel selection [18], job attitudes [34] and others. 
It is stated that, the decision tree is among the powerful 
classification algorithms [20-23].  Some of decision tree 
classifiers are C4.5/C5.0/J4.8, NBTree, SimpleCart, 
REPTree, BFTree and others. 

E.  C4.5 Decision Tree Classifier  

The C4.5 technique is one of the decision tree families 
that can produce both decision tree and rule-sets; and 
construct a tree for the purpose of improving prediction 
accuracy [21, 23].  Besides that, C4.5 models are easy to 
understand as the rules that are derived from the technique  
have a very straightforward interpretation. The C4.5 / C5.0 / 
J48 classifier is among the most popular and powerful 
decision tree classifiers [20-23].  C5.0 and J48 are the 
improved versions of C4.5 algorithms. WEKA toolkit 
package has its own version known as J48. J48 is an 
optimized implementation of C4.5 rev. 8. C4.5 creates an 
initial tree using the divide-and-conquer algorithm as 
described below [35]: 

 If all the cases in S belong to the same class or S is small, 
the tree is a leaf labeled with the most frequent class in S. 

 However, choose a test based on single attribute with 
two or more outcomes.  Make this test the root of the tree 
with one branch for each outcome of the test, partition S 
into corresponding subsets S1, S2, ….according to the 
outcome for each case, and apply to the same procedure 
recursively to each subset. 

Usually there are many tests that can be selected in the 
last step. C4.5 uses two heuristic criteria to rank possible 
tests: information gain that uses attribute selection measure, 
which minimizes the total entropy of the subset {Si}, and the 
default gain ratio that divides information gain by the 
information provided by the test outcomes.  The information 
gain algorithm is described as the function Gain (A), which 
is shown below: 

 Select the attribute with the highest information gain 

 S contains si tuples of class Ci for i = {1, …, m}  

 Information measure or expected information is required 
to classify any arbitrary tuple:  

 

(1) 

 Entropy of attribute A with values {a1,a2,…,av}: 

 

(2) 

 

 Information gain means how much can be gained by 
branching on attribute A: 

(3) 

 

III. METHODOLOGY 

In this study, we attempt to discover employees’ 
performance patterns from the existing employees’ 
performance data using the decision tree classification 
techniques.  The techniques are chosen based on the 
common techniques for classification and prediction in data 
mining. The decision tree is a ‘divide-and–conquer’ 
approach from a set of independent instances. In this 
experiment, we used C4.5  classifier which comes from the 
decision tree family and has been evaluated in our previous 
work [25, 36].  The input variables for the process are 
performance factors for selected attributes; and the outcome 
is the employees’ performance represented by the status of 
recommendation for promotion, whether “yes” or “no” as 
shown in Table I.   

The attributes for training dataset are selected based on 
the related factors for employee performance, as illustrated 
in Fig.3. These attributes are extracted from the individual 
factors component i.e. work outcome; knowledge and skill; 
individual quality; and activities and contribution. In this 
study, the performance factors are based on the performance 
appraisal standard used by the Malaysian public sector 
organizations. Besides the performance factors, some 
background information is also considered as part of the 
attributes for the dataset.   

TABLE I.  ATTRIBUTE DESCRIPTION 

Attribute/ 
Factor Description 

Category P – Professional, S - Support Staff 

Gender Male and Female 

Qualification Doctorate, Master, Bachelor, Diploma and 
Certificate 

PK1…6 Work Outcome (50%) 

PM1…6 Knowledge and Skill (25%) 

KP1…6 Individual Quality (20%) 

KS1…6 Activities and Contribution (5%) 

YEAR1…6 Evaluation mark (100%) 

Target/Class Recommendation for promotion (Yes or No) 
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Figure 4.  Research Phases 

The aim of this study is to generate the forecasting model 
that contains classification rules for human talent prediction. 
The classification rules also show us about the interesting or 
important attributes for the dataset. The forecasting model 
will be used to determine whether the employee is 
recommended for promotion or not based on his/her 
performance. In this experiment, the training dataset 
contained 33 related attributes from background information 
and performance factors which are demonstrated in Table I. 
The initial dataset contains 655 records of performance 
evaluation marks from the six years (2003-2008).  Each 
record holds evaluation marks for selected factors and the 
total mark for each of the years. The data mining tools used 
are WEKA and ROSETTA toolkit. The flow of the research 
process is shown in Fig.4.  

This study has three phases; the first phase is the data 
collection process which involved the data cleaning and data 
preprocessing.  The second phase is to generate the 
classification rules using C4.5 classifier for the training 
dataset.  In this case, we use all the selected attributes 
defined in Table I. The C4.5 classifier produced the analysis 
of the training dataset and the classification rules.  In the 
preprocessing phase of the experiment, the initial dataset is 
divided into two sets of data. The first data set is the training 
dataset which contains 590 data and the second one is testing 
dataset or unseen data. The testing dataset comprises of 10% 
records extracted from the initial data. The third phase of 
experiment is the evaluation and interpretation of the 
classification rules using the unseen data. The purpose of the 
evaluation process is to determine the accuracy of 
classification rules for prediction and to identify the 
important or interesting attributes and rules. The hidden 
knowledge from the performance evaluation is embedded 
into the decision support system for employees’ 
performance prediction.  Thus, the intelligent decision 

support system can be used to predict whether the employee 
is recommended for promotion or not.  

Figure 3.  Human Talent Prediction using Data Mining Techniques 
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IV. RESULTS AND DISCUSSIONS 

The classification rules generated from C4.5 classifier is 
human readable and easy to understand which do not require 
any domain expert knowledge or parameter setting. This 
technique can produce both the decision tree and  rule-sets 
and can construct a tree for the purpose of improving the 
prediction accuracy [21, 23].  On top of that, C4.5 model 
produces easy to understand rules with a very 
straightforward interpretation. As stated in [1-4], the 
C4.5/C5.0/J4.8 classifier is among the popular and powerful 
decision tree classifiers.  The extracted summary of the 
analysis for C4.5 classifier on the performance evaluation 
training dataset from WEKA toolkit is shown below: 

Correctly Classified Instances         561            95.0847 % 
Incorrectly Classified Instances        29             4.9153 % 
Kappa statistic                               0.8489 
Mean absolute error                      0.0861 
Root mean squared error              0.2075 
Relative absolute error                 25.3139 % 
Root relative squared error          50.3528 % 
Total Number of Instances            590      
 

In addition, Fig. 5 shows part of the decision tree 
classification model using C4.5 classifier.  In this case, the 
leaves in the tree represent the classification result or the 
target class. As mentioned earlier, the classification’s target 
is the recommendation for promotion. The C4.5 classifier 
uses two heuristic criterions to rank possible tests: 
information gained by using attribute selection measure and 
the default gained ratio that divides information gain by the 

information provided by the test outcomes. With these 
criteria, C4.5 classifier can also be used to determine the 
important or interesting attributes from the dataset. In this 
study, the important attributes are identified through the 
number of hits for each of the attributes from generated 
classification rules. The number of hits for all selected 
attributes is shown in Table II.  

TABLE II.  INTERESTING ATTRIBUTES 

Attributes Hits Attributes Hits 

Category 1 Contribution3 2 

Gender 2 Outcome4 2 

Qualification 1 Knowledge4 2 

Outcome1 2 Personal4 1 

Knowledge1 2 Contribution4 1 

Personal1 2 Knowledge5 1 

Contribution1 2 Contribution5 1 

YEAR1 2 Outcome6 2 

Outcome2 2 Knowledge6 2 

Knowledge2 4 Personal6 1 

Contribution2 1 Contribution6 2 

Knowledge3 1   

 
In this experiment, from 33 selected attributes, only 23 

attributes are hit in the classification rules. As shown in 

 
Figure 5. Sample of Rules using C4.5 Classifier 
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Table II, the result reveals that the Knowledge2 attribute has 
the highest hits as compared to other attributes. In this case, 
this result indicates the importance of the attribute for the 
training dataset. The knowledge2 attribute represents the 
factor of knowledge and skill for year 2 performance 
evaluation marks. This experiment result also indicates the 
important of knowledge and skill factor for the employees’ 
performance, where the knowledge and skill attributes are 
all listed in the importance of attributes in Table II. Another 
important analysis from the experiment is the analysis of the 
generated rules. The C4.5 classifier generated 43 
classification rules from 590 training datasets. The sample 
decision tree is illustrated in Figure 3 and the sample rules 
that are extracted from the tree are shown in Table III. 

TABLE III.  SAMPLE OF CLASSIFICATION RULES 

Rule No Classification Rules Result 

1 

IF (Knowledge5<=22.26) AND IF 
(Outcome4<=45) AND IF 

(Contribution2<=3.75) AND IF 
(Contribution1<=3) AND IF 

(Knowledge6<=22.05) AND IF 
(Contribution3<=3.25) AND IF 

(Gender=Male) AND IF (Outcome2<=43.5) 

NO 

2 

IF (Knowledge5<=22.26) AND IF 
(Outcome4<=45) AND IF 

(Contribution2<=3.75) AND IF 
(Contribution1<=3) AND IF 

(Knowledge6<=22.05) AND IF 
(Contribution3<=3.25) AND IF 

(Gender=Male) AND IF (Outcome2>43.5) 

YES 

3 

IF (Knowledge5<=22.26) AND IF 
(Outcome4<=45) AND IF 

(Contribution2<=3.75) AND IF 
(Contribution1<=3) AND IF 

(Knowledge6<=22.05) AND IF 
(Contribution3<=3.25) AND IF 

(Gender=Female) 

NO 

 
Table IV shows the analysis of rules by looking at the 

number of hits for each rule applied on the unseen or testing 
data (65 data).  In this case, rule no 8 has the highest number 
of hits as compared to the other rules. From that, we can 
conclude that the rule is important or interesting. However, 
further experiments are needed to verify this finding.  
Although the finding seems very interesting, further studies 
are needed to validate and explore more on the result. The 
experiment related to the relevancy analysis should be 
conducted to determine the effects on the accuracy of the 
classifier. Besides that, the experiment for attribute 
reduction should also be performed as an approach to reduce 
the processing time and space while improving the accuracy 
of the classification model.  

In this study, we observed the great potential of C4.5 as a 
classification technique for employee’s performance 
prediction. In the next stage of data mining classification 
technique analysis, C4.5 classifier should be further 
analyzed with other datasets to justify the suitability of the 
C4.5 classifier for the performance evaluation dataset. 
Furthermore, the other decision tree classification algorithms 
should also be tested in order to validate these findings.  For 
that reason, in the next experiment, other decision tree 

techniques such as NBTree, SimpleCart, REPTree, BFTree 
and many others should be tested to support the technique.  

TABLE IV.  RULE ANALYSIS 

Rule Hits Rule Hits Rule Hits Rule Hits 

1 
 

12 
 

23 
 

34 
 

2 1 13 
 

24 
 

35 3 

3 1 14 4 25 2 36 1 

4 4 15 1 26 2 37 1 

5 1 16 
 

27 
 

38 3 

6 
 

17 
 

28 1 39 1 

7 
 

18 
 

29 
 

40 1 

8 22 19 1 30 1 41 4 

9 
 

20 1 31 
 

42 1 

10 
 

21 
 

32 
 

43 5 

11 3 22 
 

33 
   

 

Table V shows the rules evaluation where 52 records 
matched the rules which is 77% from the total number of 
records in the new data set.  This result indicates the 
accuracy of the classification for the new dataset. 

TABLE V.  RULE EVALUATION 

Status 
Number of 

Data 
Accuracy(%) 

Correctly 
Classified 

52 77 

Incorrectly 
Classified 

13 23 

 

V. CONCLUSION 

This article has described the significance of the study on 
the use of data mining classification techniques for 
employees’ performance prediction. However, there should 
be more data mining classification techniques applied to the 
different problem domains in HR field of research to 
broaden the horizon of academic and practice work on data 
mining in HR.  Besides that, other data mining techniques 
such as SVM, Fuzzy logic and AIS should also be 
considered for future work on classification techniques using 
the same dataset.  

In this study, as we can see from result analysis, C4.5 
classifier has a great potential for performance prediction.   
The generated classification rules can be used to predict the 
performance of an employee whether he/she has potential to 
be promoted or not, based on his/her performance..  
Currently, this research is at the stage of system 
development where the classification rules need to be 
embedded into the decision support system which is known 
as Intelligent Decision Support System (IDSS). The IDSS is 
a substantial of intelligent system which can help the 
decision makers to determine their potential employee for 
promotion or may be for other tasks. This intelligent system 

ISSN : 0975-3397 2532



Hamidah Jantan et al. / (IJCSE) International Journal on Computer Science and Engineering 
Vol. 02, No. 08, 2010, 2526-2534 

will be discussed in our next study.  In conclusion, the 
ability to continuously change and obtain new understanding 
of the classification and prediction in HR research has 
become the major contribution to data mining in HRM. 
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