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Abstract 

Information extraction using mining techniques from remote 
sensing image (RSI) is rapidly gaining attention among 
researchers and decision makers because of its potential in 
application oriented studies. Knowledge discovery from 
image poses many interesting challenges such as 
preprocessing the image data set, training the data and 
discovering useful image patterns applicable to many new 
application frontiers. In the image rich domain of RSI, 
image mining implies the synergy of data mining and image 
processing technology. Such culmination of techniques 
renders a valuable tool in information extraction. Also, this 
encompasses the problem of handling a larger data base of 
varied image data formats representing various levels of 
information such as pixel, local and regional. In the present 
paper, various preprocessing corrections and techniques of 
image mining are discussed.  
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1. Introduction 

Availability of large quantities of remotely sensed 
image (RSI) provides an opportunity to extract qualitatively 
useful information facilitated by advances in computing 
technology. Extracting interesting patterns and rules from 
data sets composed of images and associated ground data 
can be of immense significance in many resources inventory 
such as precision agriculture, forestry, minerals and so on 
[1]. This may also be related to study and assess many 
natural calamities such as forest fire, earth quakes, flood and 
storms and become a more powerful tool when integrated 
with other spatial data sets and attributes [2].  
 

RSI in general can be defined as a “two-
dimensional” array of pixels. Each pixel of the image data 
contains various attributes such as bands that control the 
reflectance value or digital number (DN) of the pixel. In 
other words, DN values are the reflectance intensities of 
objects in different spectral band width such as Blue, Green, 
Red and Infrared. Such intensities under different band 
width of a pixel represent some particular “character” or 
aspect of an object and cumulatively giving out certain 
unique “pattern”. This basic concept is well utilized in 
image mining to extract information and to generated 
“knowledge data base” to assess natural resources, 
agricultural yields, soil moisture stress and so on. 
Knowledge discovery from RSI lies in the inherent attribute, 
digital numbers (DN) that allows qualitative computational 
mining methods involving other parameters [3]. The pixel 
coordinates in raster order constitute the key factor.  
However, in most cases the image data sizes are too large to 
be mined in a reasonable amount of time using standard 
methods and hence require segmentation, partitioning or 
tiling of images. Moreover, handling of image database 
necessitates an understanding of the data formats available 
in the image domain. 

  
The rest of the paper is organized as follows: 

Section 2 describes the concept of various data formats 
available in RSI. The different image mining techniques like 
statistical classification, decision based and association 
related mining techniques are described in Section 3. 
Section 4 ends with conclusion. 
 
2. RSI Data Formats 

Extraction of information from Remotely Sensed 
Image (RSI) requires knowledge on data structure so that 
extraction algorithm may be designed. The sensors on-board 
remote sensing satellite capture energy at different parts of 
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the electromagnetic spectrum, thus reflected by various 
objects, converts and store them as pixels to generate digital 
imagery.  
 

The data may be attenuated and contain noise due 
to various parameters such as air, water molecules, dust, and 
any other system aberrations. The gathered information 
stored as digital values or numbers (DN) and three types of 
data storage formats (Figure 1) such as band interleaved by 
pixels (BIP), band interleaved by lines (BIL) and band 
sequential format (BSQ) are observed wherein array of 
pixels as discrete patches or raster data. 

 
 The numerical value of the pixel, Digital Number 

(DN), is translated into a shade of gray that ranges 
somewhere between white and black and when arranged 
together in the correct order, they form an image of the 
target in which the varying shades of gray represent the 
varying energy levels detected on the target. By applying 
varied algorithms, these images could be processed after 
correction adapting preprocessing techniques such as 
radiometric and spectral as well as spatial rectification. 
Preprocessing corrections include noise reduction, 
enhancing the spectral values, substituting line drop outs by 
applying interpolation, eigen values and binomial to retrieve 
relevant partition of data based on features to be extracted 
either at pixel level or tile level or region level. 

  
3. Image mining techniques in RSI 
 

Image mining at pixel level involves spectral and 
textural information about each pixel of the image [5]; 
similarly, region level features describe groups of pixels; 

and tile level features present information about whole 
images using texture, percentages of end members and 
others. The task of extracting information from image 
datasets using various methods of approach include 
statistical classification, decision based and association 
related mining techniques. 

  
3.1 Classification in RSI  
 

Classification is a useful approach to mining 
information from spatial data employing computational and 
statistical methods. In other words, the tasks of image 
mining in RSI are mostly concerned with classification 
problems such as “labeling" regions of an image based on 
presence or absence of some characteristic patterns, and 
with image retrieval problems [7] where “similar" images 
are identified. In classification, a training (learning) set is 
identified for the construction of a classifier [8]. Each record 
in the training set has several attributes. There is one 
attribute, called goal or class label attribute, which indicates 
the class to which each record belongs. A test set is used to 
test the accuracy of the classifier once it has been developed 
from the learning dataset. The classifier, once certified, is 
used to predict the class label of unclassified data. This is 
for the purpose of getting knowledge obtained from training 
that could be applied on a large number of new datasets or 
database containing images to fulfill the required tasks, 
which are especially useful in task such as classifying land 
cover [9]. Different models have been proposed for 
classification, such as decision tree induction, neural 
network, Bayesian, fuzzy set, nearest neighbor and so on. 
Among these models, decision tree induction is widely used 
for classification.  
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Figure 1. Data formats in Remote sensing Satellite Image 

 
 
3.2 Association rule mining in RSI 
Likewise, in the spatial data domain, association rule mining 
(ARM) is useful in identifying forest fires, insect and weed 
infestations, high and low crop yields, flooding and other 
phenomena as rule consequences. The antecedents of such 
rules are typically taken from the Remotely Sensed Imagery 
(RSI) data bands.  
 
An association rule is a relationship of the form X=>Y, 
where X and Y are sets of items. X is called antecedent and 
Y is called the consequence. There are two primary 
measures, support and confidence, used in assessing the 
quality of the rules. The goal of association rule mining is to 
find all the rules with support and confidence exceeding 
user specified thresholds. For example, in association rule 

mining, it is attempted to derive rules with yield as 
consequent. A rule like “Green [192,255] ^ NIR [0, 63] => 
Yield [128, 255]” is expected, where Green [192,255] 
indicates an interval with value ranged from 192 to 255 in 
Green band. Similarly, in classification the “yield” is 
specified as the goal.  
 
     To perform association rule mining on RSI data, data 
partition is required since RSI data are quantitative data 
[10]. There are various kinds of partition approaches, 
including Equilength partition, Equi-depth partition and user 
customized partition. As it has been mentioned, frequent 
item sets generation is the key step in association rule 
mining. Usually a step-wise procedure is used to generate 
frequent item sets [5].  To determine if a candidate item set 
is frequent, the support is calculated then compared to the 
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threshold. In Apriori and most other ARM algorithms, the 
entire transaction database needs to be scanned to calculate 
the support for each candidate item set. When the 
transaction set is large, a large image with tens of millions 
of pixels, the cost will be extremely high. To circumvent 
this, each pixel may be considered as transaction, and after 
performing data partition, items are all the intervals in all 
the bands. An item set is in the form of Int1 x Int2 x ... x 
Intn = Ω 
 i=1...n Int..i, where Int..i is an interval of Values in Band’I’ 
(some of which may be the full value range 0~255). A 1-
itemset is an item set with (n-1) full value range intervals, 
while a 2-itemset is an item set with (n-2) full value range 
intervals, where n is the total number of bands. This is 
applied on the entire image database. Both association rule 
mining and classification have been applied in many fields. 

4. Conclusion 

Remotely Sensed image data is one of the promising 
application areas since there are huge amount of image data. 
Large size of image data necessitates multi-oriented mining 
techniques that depend upon the “goal”. Object oriented 
“yield” provides a fast way to calculate some measurements 
for mining task, such as support and confidence in 
association rule mining task and information gain in 
classification task either from individual image or from 
temporal images.  Mining from image also aid in generating 
predictive models for detecting spatial processes in a very 
cost effective manner. Thus, combination of various 
techniques such as statistical, decision, parametric and 
association rules help in extracting information effectively 
from RSI rather than applying any single method. 
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