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Abstract—Intelligent data mining is to use the intelligent search 
to discover information within data warehouses those queries and 
reports cannot effectively reveal and to find the patterns in the 
data and infer rules from them, and use these patterns and rules 
to guide for decision making and forecasting. Therefore the 
Intelligent data mining incorporates advantages of both 
knowledge acquisitions from data, and knowledge acquisition 
from experts. In this paper, we propose a new framework on 
medical diagnosis for intelligent data mining using computations 
technique based on rough sets.  
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I. INTRODUCTION  

Data mining is the process of selecting, exploring and 
modeling large amounts of data to uncover previously 
unknown patterns [1]. Intelligent data mining requires a tight 
corporation between domain experts, in this case medical 
quality managers, and data mining experts and consists of 
data-driven as well as interest-driven analyses. The work is 
supported by our data mining tool, the Knowledge Discovery 
Assistant [2]. Knowledge discovery aims to extract high-level 
knowledge or create a high-level description from real-world 
data sets [3]. Soft computing techniques, involving neural 
networks, genetic algorithms, fuzzy sets, and rough sets are 
mostly widely used in the data mining phase of the overall 
Knowledge Discovery (KD) process. Fuzzy sets provide a 
natural framework for the process to deal with uncertainty [4]. 
Neural networks [5] and rough sets [6] are widely used for 
classification and rule generation. Recently few tools are used 
in intelligent data mining is case-based reasoning, neural 
computing, intelligent agents, and other tools like decision 
trees, rule induction, data visualization. Rough sets help in 
granular computation and knowledge discovery process. Data 
mining tools such as Genetic Algorithm(GA) are presently 
used to recognize patterns, anticipate changes, and learn the 
buying habits and preferences of electronic commerce 
customers in Internet-based transactions [7][8]. Commonly 
intelligent techniques are used in dengue fever analysis are 
fuzzy theory [9], decision trees [10], and Bayesian classifier 
[11].  
 

A rough set is an intelligent mathematical tool for 
extracting knowledge from uncertain and incomplete data 

based information. The theory of rough sets  can be used to 
find dependence relationship among data, evaluate the 
importance of attributes, discover the patterns of data, learn 
common decision-making rules, reduce all redundant objects 
and attributes and seek the minimum subset of attributes so as 
to attain satisfying classification. Moreover, the rough set 
reduction algorithms enable to approximate the decision 
classes using possibly large and simplified patterns [12] [13] 
[14] [15] [16] [17] [18].  

In the following part of this paper, section 2, we present a 
brief description for rough sets concepts and its 
approximations. Section 3, describes the situation about the 
problem based on intelligent data mining and its architecture, 
some rules. The next part, section 4, is dedicated to 
experiment results and analysis. 
 

II. RELATED WORKS 

Recently many researchers various soft computing 
methodologies have been applied to handle the different 
challenges posed by the data mining [19]. The back bone of 
rough set theory is the approximation space and lower and 
upper approximations of a set. The approximation space is a 
classification of the domain of interest into disjoint categories. 

 

A.   Rough sets 
 
The lower approximation is a description of the domain 
objects which are known with certainty to belong to the subset 
of interest, whereas the upper approximation is a description 
of the objects which possibly belong to the subset. Any subset 
defined through its lower and upper approximations is called a 
rough set. The main advantage of rough set theory is that it 
does not need any preliminary or additional information about 
data – like probability in statistics, grade of membership in 
fuzzy set and so on. 
 
B.    Dengue fever data sets 
 
The data sets are used in our experiments consists of 100 
samples taken from different diagnosis laborites in Hyderabad 
and Mumbai from INDIA. Each sample consists of few 
measurements with label that denotes its class.  
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Definition 1: Information system is a tuple (U, A), where U 
consists of objects and A consists of features. Every Aa  

corresponds to the function aa whereVVUa : is the 

value set of a. In the applications, we often distinguish 
between conditional features C and decision feature D, where

 DC . In such cases, we define decision system 

).,,( DCU  

 

Patien
t 

Attributes 
Temperatur

e 
Headach

e 
Vomitin

g 
Illnes

s 
#1 High No Yes Yes 
#2 High Yes No Yes 
#3 Very High Yes Yes Yes 
#4 Normal No Yes No 
#5 High Yes No No 
#6 Very High No Yes Yes 

Table 1: Information table for Dengue Fever 
 

The above table 1 classified into to that the set regarding 
{patient2, patient3, patient5} is indiscernible in terms of 
headache attribute. The set concerning {patient1, patient3, 
patient4} is indiscernible in terms of vomiting attribute. 
Patient2 has a viral illness, whereas patient5 does not, 
however they are indiscernible with respect to the attributes 
headache, vomiting and temperature. Therefore, patient2 and 
patient5 are the elements of patients’ set with unconcluded 
symptoms.  
 
Definition 2: In rough sets theory, the approximation of sets is 
introduced to deal with inconsistency. A rough set 
approximates traditional sets using a pair of sets named the 
lower and upper approximation of the set. Given a set AB  , 

the lower and upper approximations of set UY  are defined 
as follows.  

     
xBxx

BxYB



][:

][

………………… (1) 
    

 



xBxx

BxYB
][:

][ ………………... (2) 

The positive region of X is defined as:  
 

   XCDPOS
DIndUXX

C 
/:

)(




……………………….. (3) 

)(DPOSC  is the set of all objects in U that can be uniquely 

classified by elementary sets in the partition DIndU / by 

means of C [17]. The negative region )(DNEGC is defined 

by:  

XCUDNEG
IndoUXX

C 
/:

)(


 ………… (4) 

 
is the set of all objects can be definitely ruled out as member 
of X. The boundary region is the difference between upper and 
lower approximations of set X that consists of equivalence 
classes having one or more elements in common with X; it is 
given by the following formula: 

XBXBXBNDB )( …………….. (5) 

 

III. ROUGH SETS ON INTELLIGENT DATA MINING 

Intelligent data mining is to use the intelligent search to 
discover knowledge within databases and warehouses those 
queries and reports cannot effectively reveal and to find the 
patterns in the data. Rough Set can be used in different phases 
of the knowledge discovery process, as attribute selection, 
attribute extraction, data reduction, decision rule generation 
and pattern extraction [19]. 
 

 
Fig.1. Architecture of Intelligent Data mining. 

 

In this approach, input parameters will pass through the data 
into preprocessor and it pass a rough analysis system which 
will act as a data mining core for our system. Outputs of this 
system are appeared as a new database with some reductions 
in rows and columns. This means that redundancies in both 
attributes and entities of information system are discovered 
and omitted from the database. This block-set also recognizes 
condition attributes strongly affecting each decision one. 
 
Rule 1: 

If patient 
blotched_red_skin=No and 
muscular_pain_artculations = No and 
temperature=Normal 
Then dengue=No. 

Rule-2 
If patient 
blotched_red_skin = Yes and 
muscular_pain_articulations = No and 
temperature = Very High 
Then dengue = Yes. 

Rule-3 
If patient 
blotched_red_skin = No and 
muscular_pain_articulations = Yes and 
temperature = High 
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Then dengue = Yes. 
 

IV. EXPERIMENTS AND ANALYSIS 
 
In this section, we describe our experiment results, which are 
collected Dengue fever data from different medical diagnosis 
labs in Hyderabad, INDIA. Based on this data we created an 
information table, and information, it can generate the decision 
rules for the dengue diagnosis.  
 

Patient 
Name 

Conditional Attributes 
Decision 
Attributes 

Blotch
ed_red
_skin 

Musc
ular_
pain 

Temperatur
e 

Dengue 
Fever 

P1 No No Normal No 
P2 No No High No 
P3 No No Very High Yes 
P4 No Yes High Yes 
P5 No Yes Very High Yes 
P6 Yes Yes High Yes 
P7 Yes Yes Very High Yes 
P8 No No High No 
P9 Yes No Very High Yes 
P10 Yes No High No 
P11 Yes No Very High No 
P12 No Yes Normal No 
P13 No Yes High Yes 
P14 No Yes Normal No 
P15 Yes Yes Normal No 
P16 Yes No Normal No 
P17 Yes No High No 
P18 Yes Yes Very high Yes 
P19 Yes No Normal No 
P20 No Yes Normal No 

Table 2: Dengue symptoms for the patients. 
 

C. Imprecision coefficient )(XD : where D is the quality 

of approximation of X, it’s denoted by   

)(/)(")( * XDXDXD  ……………………. (10) 

Where )(" XD  and )(* xD   it represents the cardinality of 

approximation lower and upper, and the approximation are set 
≠. Therefore, 10  D , if 1)( XD , X it is a 

definable set regarding the attributes B, that is, X is crisp set. 
If 1)( XD , X is rough set regarding the attributes D. Then 

it apply for the Table 1, we get )(XD =3/5 for the patients 

with possibility of they are with Illness. Apply for the Table 2 
using equation (10) for the patients with possibility of they are 
with dengue αD(X) =7/8; and also not with dengue αD(X) = 
8/12. 

D. Upper approximation )(( * XDD : It is the percent of all 

the elements that are classified as belonging to X, it’s denoted 

as AXDXDD /)())(( **  ……… (11) 

From the table 1, we get )(( * XDD = 5/6, for the patients 

that have the possibility of they be with illness.  
Upper Approximation set (B*) of the patients that possibly 
have dengue are identified as D* = {P3, P4, P5, P6, P7, P9, 
P13, P18} 
Upper Approximation set (B*) of the patients that possibly 
have not dengue are identified as D* = {P1, P2, P8, P10, P11, 
P12, P14, P15, P16, P17, P19, P20} 
Using equation (11), for the patients that have the possibility 

of they be with dengue )(( * XDD = 8/20, and for the 

patients that not have the possibility of they be with dengue  

)(( * XDD =11/20. 

 

E. Lower approximation )(( " XDD : It is the percentage of 

all the elements that possibility is classified as belonging to X, 
and is denoted as:  

AXDXDD /)())(( ""  ……. (12) 

From table 1, )(( " XDD =3/6=1/2, for the patients that 

have illness.  
Lower Approximation set (D”) of the patients that are 
definitely have dengue are identified as B” = {P3, P4, P5, P6, 
P7, P13, P18} 
Lower Approximation set (B”) of patients that certain have not 
dengue are identified as 
D” = {P1, P2, P8, P10, P12, P14, P15, P16, P17, P19, P20} 
Using equation (12), for the patients that have dengue 

)(( " XDD = 7/20, and for the patients that not have dengue 

)(( " XDD = 8/20. 

 
Fig.2. patients IgG & IgM values 

 

Patient with dengue: )(( " XDD =7/20, that is, 35% of 

patients certainly with dengue. Patient that don't have dengue: 

)(( " XDD  = 11/20, that is, approximately 55% of patients 

certainly don't have dengue.10% of patients (P9 and P11) 
cannot be classified neither with dengue nor without dengue, 
since the characteristics of all attributes are the same, with 

Final Results
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only the decision attribute (dengue) not being identical and 
generates an inconclusive diagnosis for dengue.  

V. CONCLUSIONS 

In this paper, we presented an intelligent approach to data 
analysis with rough sets on data mining, this approach for the 
elimination of redundant data and the development of set of 
rules which can aid the doctor in the elaboration of the 
patient’s diagnosis. Also process the incomplete data is based 
on the lower and upper approximations and theory was 
defined as a pair of the two crisp sets to the approximations. 
We derived information table which can be generated the 
necessary decision rules for the aid to the dengue diagnosis. 
The integration of rough sets with other intelligent tools such 
as fuzzy sets and neural network for classification and rule 
generation in soft computing paradigm is the aim of our future 
work. 
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