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Abstract— Handwritten Character Recognition is software used
to identify the handwritten characters and receive and interpret
intelligible handwritten input from sources such as manuscript
documents. The recent past several years has seen the
development of many systems which are able to simulate the
human brain actions. Among the many, the neural networks and
the artificial intelligence are the most two important paradigms
used. In this paper we propose a new algorithm for recognition of
handwritten texts based on the spline function and neural
network is proposed. In this approach the converse order of the
handwritten character structure task is used to recognize the
character. The spline function and the steepest descent methods
are applied on the optimal notes to interpolate and approximate
character shape. The sampled data of the handwritten text are
used to obtain these optimal notes. Each character model is
constructed by training the sequence of optimal notes using the
neural network. Lastly the unknown input character is compared
by all characters models to get the similitude scores.

Index Terms—Artificial Neural
algorithm, Optimal knots, Splines.

Network, Back propagation

l. INTRODUCTION

Handwriting recognition is the ability of a computer to
receive and interpret intelligible handwritten input from
sources such as paper documents, photographs, touch-screens
and other devices. The image of the written text may be sensed
"off line" from a piece of paper by optical scanning (optical
character recognition) or intelligent word recognition.
Alternatively, the movements of the pen tip may be sensed "on
line", for example by a pen-based computer screen surface.

There has been a lot of research on handwritten character
recognition in recent years, resulting in a number of proposed
pattern recognition techniques. One such method uses
Mahalanobis generalized distance of a feature vector calculated
from a character image [6, 4]. A pattern recognition approach
using statistical processing based on Bayes’ theorem was
proposed by Graham for distinguishing spam (junk) mail [3, 2].
Handwritten character recognition method using the Bayesian
filter algorithm was proposed by [8]. Techniques using a
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machine-learning approach such as a neural network (NN) and
a support vector machine (SVM) are also well known [1, 5, 7].

Good recognition rates are achieved for character or
numeral recognition, where the number of classes is rather
small. But as the number of classes increases, as for example in
isolated word recognition, the recognition rates drop
significantly. An even more difficult task is the recognition of
general handwritten text lines or sentences. Here, the lexicon
usually contains a huge amount of word classes and the correct
number of words in the image is unknown in advance, which
leads to additional errors. In this field, recognition rates
between 50% and 80% are reported in literature, depending on
the experimental setup [9, 10, 11, 12, 13]. A novel approach of
on-line handwritten character recognition using natural spline
is discussed in [14].

The various methods for character recognition have already
been published. But the method presented here is advanced
than those methods since cursive handwriting can be
recognized with the help of a combination of spline function
and artificial neural networks, this becomes the primary
advantage of the method over other existing methods.

The purpose of our proposed method is to recognize
characters using spline function. The continuous image of the
character acquired is converted into discrete image using
Digital Image Processing Techniques such as thinning, image
filtering, rotate and converting a colored image into black
white.

The Spline curves of all the characters were obtained
together with their error function. The Spline matrices obtained
were then used as inputs to the Artificial Neural Network
(ANN). And the outputs of the network were character
matrices.

ANN was then trained using Multilayer Back propagation
algorithm, to correspond various spline curve to their
respective characters. Hence the character can be recognized.

The flowchart in “fig.1” shows the various steps used in
this method.
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Figure 1. Flowchart representation of the various steps

Section Il of this paper discusses the spline functions.
Optimal knot detection process is explained in Section IlI.
Result and Conclusion is discussed in Section 1V and Section
V.

Il. SPLINE FUNCTION

Splines are a class of functions that are used in data
interpolation and/or smoothing. In case of interpolation the
spline functions are determined as the minimizers of suitable
measures of roughness subject to the interpolation constraints.
In case of smoothing the splines may be viewed as
generalizations of interpolation splines where the functions are
determined to minimize a weighted combination of the average
squared approximation error over observed data and the
roughness measure.

A spline (S) is apiecewise polynomial function. This
function maps the interval [a,b] to a set R of real numbers.

S:[a b]—>R (1)

We want S to be piecewise defined. To accomplish this, let

the interval [a, b] be covered by kordered,
disjoint subintervals,
[xi, xi+1], 0<i<k-1 (2)
[a,b]=x0U X1 U ... Uxk-1 (3)

On each of these k "pieces” of [a,b], we want to define a
polynomial, call it Pi.

Pi: [xi, xi+1]— R. 4
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On the ith subinterval of [a,b], S is defined by Pi,
S(x) = pO(x), X0 <x1
S(x) = p1(x), x1 < x< x2
S(x) = pk-2(x), x1k-2<x<xk-1 ~ (5)

The given k points xi are called knots. The vector x = (x0,
x1....xk-1) is called a knot vector for the spline.

If S € Cxi in a neighborhood of xi, then the spline is said to
be of smoothness (at least) Cxi atxi. That is, atxithe two
pieces Pi-1 and Pishare common derivative values from the
derivative of order 0 (the function value) up through the
derivative of orderri(in other words, the two adjacent
polynomial pieces connect withloss of smoothness of at
most n - ri).

A vectorr = (rl, r2,...., rk-2) such that the spline has
smoothness Cxi at xi for 0 <i<k- 1 is called asmoothness
vector for the spline.

A common spline is the natural cubic spline of degree 3
with continuity C2. The second derivatives of the spline
polynomials are set equal to zero at the endpoints of the
interval of interpolation

s'(a)\, = S"(b) = 0.

This force the boundaries of the spline curve to be
inflection points. This twice differentiable continuity and its
coupling of the system of equations dictating all other cubic fits
in the spline generate the end result.

I1l. OPTIMAL KNOTS DETECTION PROCESS

The first the second order derivation and low-pass filtering
is applied on the character in order to detect the optimal knots.
The derivated and filtered signal is divided by zero-crossing
points. As initial optimal knots we considered the maximum
absolute value point in each segment including the start and
final points. The Slalom method and the steepest descent
methods are used for the adjustment of the optimal knots.

The Slalom method must satisfy the following two
conditions.

The difference between the spline function s(x) and a given
fi (i=1 ... M) must be smaller than a previously determined
value, 6.

|s)-fi1<d | i=1,2,..M, (6)

The Spline function s(x) must be a smooth function, that
does not need to cross over for every given points fi (i=I . . .M).

To satisfy the two conditions given above, an error function
J[s] must be minimized. We can define the first derivative J[s]
of the error function J[s] as eq. (7).

s = J (o sG0)2dxt o T (s(x) — f)2dx  (7)

and the first and second derivative of s(x) correspondent to
i+1th knot in discrete way, is written as:
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where A is the interval between the i-th and the i+l-th
knots. Supposing that intervals between two consecutive knots
is equal to 1, we have

Siv1 = Sis1 = 28; + Sio
(10)

Next equation (2) can be rewrite using as,
J'[s] = Z'N=_21(5j+1 — 25+ 5j_4)%+ x Z?io(sji - f;)?
1)

where N is the samples number and M is the number of
knots,

s; is the i-th value from Spline function s(.) and s" is the
equivalent value of s(.) of the i-th knot.

The minimization problem of J[s] can be solve as follows.
a !
I _y

B, k=1.... N
(12)
Substituting eq. (6) into eq. (7), we can get,
% = 2(51 - 252 + 53) + 20(619(51 - fl) = 0
1
a)’
g = 2(_251 + 552 - 4’53 + 54) + 20((729(52 - fz) =0
2
ay’
= 2(—'25N_3 + SSN—Z - 4SN—1 + SN)
OSN-1
+ 2a0n-palsn-1 —fn-1) =0
;S—]; = 2(sy-2 — 2Sn-1 +Sn) + 2adno(sy —fy) =0

(13)

to get the gk, for k = 1, 2, ..., N, the following lineal
equations must be resolved

[ % 3 4 S| [2agy0(s1-6)

205 41 52 20520(s2-f2)
1 45 2 || 203 vl sv1-fi)

12 1 ||| [205n0(sn4N)

(14)
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Where Q is the sampling space and §j,Q satisfies,

5 _{0, jeQ
2711, jeq
(15)

8j,Q2 = 0, when j is different from any knot position and
8j,Q2 = 1, when j corresponds with the some knot position.

After the Slalom method is applied and optimal knots are
obtained, the error E, can be got by eq. (16).

N
E= %Z(f(xi) ~ 5(x)Y?
g (16)

To minimize the error E, the steepest descent method is
applied. The steepest descent method is the simplest gradient
methods used to minimize a given error function. Then the
optimal knot’s position update is given by eq. (17).

Xpe1 = Xk — A VE(xy)

= Xg — Mes(xy)
17

After the adjustment of all knots position is performed, we
analyze the distance of all consecutive knots. Next if the
distance between some two consecutive knots is larger than a
determinated threshold value, a new knot is added in the center
position of the two knots.

IV. RESULTS

The figure 2 shows the original character “A” and figure 3
shows the same character after preprocessing. In figure 4 the
one window represents the spline corresponding to “A” and the
other window shows the error in spline. Figure 5 to 8 represents
the ANN output for different Epochs. The different spline
coefficients are shown in figure 9. Figure 10 and figure 11
shows the splines corresponding to other sample characters.
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Figure 2. Offline Image of character ‘A’
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Figure 5.ANN output for Epoch 1
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Figure 7:ANN output for epoch 5
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Figure 8 : ANN output for epoch 4
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Figure 10. Spline for sample character “T”

The proposed method is applied to a data base of 390
different English alphabet characters( all are in upper case).
The overall recognition rate by this method is about 91.5%.
The recognition rate of the methods like Method based on line
inclination and relative position of line(Namboodri System)
(95.5%) and PBD Template method(92.3) achieve slightly
higher recognition rates but that is at the expense of complexity
as well as lower processing speed.

As far as individual characters are concern, the characters
“A,C,E,F,L,O,P,Q,V,W,Y” achieved a recognition rate as high
as 96% where as the alpha bets like “S,D,H,K,M” have the
lowest recognition rate (82.5%). The rate of recognition of the
remaining other characters “G,T,U,B,LJ,N,R,X,Z” lies
somewhere in between 85% to 90%.

V. CONCLUSION

In this paper, a new method for feature extraction from the
handwritten character is proposed. The proposed method,
successfully implemented gives an efficiency of around 91.5%.
So far we have been able to produce a discrete image of the
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character with distinct nodes. The redundant nodes were
eliminated.

The character hence obtained is then interpolated using
Spline functions to produce a character curve. Spline is a
piecewise polynomial function, hence piecewise curves are
obtained.

Artificial Neural Network is then implemented and trained
to produce various character matrix, corresponding to their
respective Spline matrices.
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