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Abstract—  A  Optimal Grid should have Three characterstics : 
It should not allow resource providers to increase prices 
continuously, No provider should reject to provide resources to  
certain type of jobs due to risk associated in executing them, 
Resource Providers and Consumers are allowed to take 
autonomous decisions. There will  be no force  on providers 
regarding the price for which they should offer their  resources, 
but at the same time the price cannot be increased  to any extent 
by providers because  if  no consumer is selecting him to offer his 
resources he should definitely get the price down. The two 
objectives identified are to schedule all type of jobs for execution 
and to minimize fairness deviation among resources. We present 
a scheduling scheme, which utilizes a peer-to-peer decentralized 
scheduling framework. Here the Greedy nature of provider is 
taken into account. we  need not adjust  competition degree 
explicitly , the provider automatically decreases his competition 
degree depending upon his capacity and number of  jobs he is 
offered and automatically increases competition degree when 
jobs offered is more than his capacity. Here we give different 
levels to jobs to be executed depending upon the application type 
to which they belong and resource quota is given for different 
type of jobs  while allocating resources by a provider so that 
starvation of particular type jobs can be avoided. 
Keywords- Optimal Grid, scheduling, Greedy, competition 
degree;  

I.  INTRODUCTION  
 

Grid computing (or the use of a computational grid) is 
applying the resources of many computers in a network to a 
single problem at the same time - usually to a scientific or 
technical problem that requires a great number of computer 
processing cycles or access to large amounts of data. 
 

Generally nature of providers is to maximize their profits. 
We consider this nature of providers and allow provider to 
increase resource prices to some extent so that he will not get 
dissatisfied and leave the grid. At the same time we impose 
limitation on the extent to which he increases the resource 
price and make him to allocate resource quota to different 
types of jobs so that he cannot escape from handling critical 
job requests. Here if competition degree is more for a provider 

means that he will accept jobs even if he is not able to deliver 
that job in scheduled time. Provider will do so to get more 
profit. Therefore he accepts number of jobs even though it’s 
not feasible for him to complete them in time. The provider 
accepts number of jobs and completes those jobs in time for 
which he gets more profit. This generally happens in all grids 
because the nature of providers is generally greedy and they 
want to maximize their profits always. But if they are allowed 
to do so no consumer will stay in the grid and finally all 
consumers will leave the grid and grid will collapse. But this 
will not happen here because as the provider observes that no 
one is requesting him for resources he will automatically 
reduce his competition degree and will not accept a job until 
he really has the feasibility to complete it with in stipulated 
time. 
 

Similarly if competition degree of provider is less then 
number of jobs not getting bidded will be more, because 
provider accepts a job only if it can be completed in time. It 
means if no provider is free then a consumer does not receive 
a bid to complete his job from any provider and if this 
frequently happens number of jobs getting not bidded at all 
will increase and this leads to consumer dissatisfaction and 
makes them to leave the grid. This leads to collapse of grid. 
Therefore competition degree should not be a constant it 
should get adjusted according to situations so that there will be 
both consumer and provider satisfaction and the grid sustains 
for more time. 

 
When the provider is receiving a number of jobs to 

schedule to his resources he will generally increase per unit 
price of his resources. But when a provider fails to execute 
jobs in time gradually number of consumers opting him as 
provider gets reduced and therefore his price alsogetsreduced. 
According to how they schedule computational jobs to 
resources, computational grids can be classified into two 
types: controlled and market-like grids. Both types involve 
sharing and collaboration among resource providers and 
resource consumers, and the scheduling schemes can be either 
centralized or decentralized. The key difference between the 
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two lies in who makes scheduling decisions. In a controlled 
grid, the grid system decides when to execute which job on 
which resource. In a market-like grid, such decisions are made 
by each resource provider/consumer, but all the individual 
participants utilize some market instruments such as price to 
achieve the grid system wide objectives. 
 

All type of jobs submitted by Consumers in the grid should 
be executed by resource providers offering their resources so 
that all consumers get their jobs executed at optimal price. 
Resource Provider should be independent to set costs for his 
resources. At the same time price of Provider will be 
controlling his  cost and  Competition degree  by himself due 
to competition from Other providers in the Grid. As Resource 
Quota is allocated for different type of jobs to be executed in 
the grid some type of jobs will not be starvated without being 
offered resources by any Provider. As a result we get Optimal 
Methods for Resource Utilization and Job Scheduling in our 
grid. 
 

II.  THE PRICE, RESOURCE RESTRICTIVE 

SCHEDULING SCHEME 

All type of jobs submitted by Consumers in the grid should 
be executed by resource providers offering their resources so 
that all consumers get their jobs executed at optimal price. 
Resource Provider should be independent to set costs for his 
resources. At the same time price of Provider will be 
controlling his  cost and  Competition degree  by himself due 
to competition from Other providers in the Grid. As Resource 
Quota is allocated for different type of jobs to be executed in 
the grid some type of jobs will not be starvated without being 
offered resources by any Provider. As a result we get Optimal 
Methods for Resource Utilization and Job Scheduling in our 
grid. 

We propose a Price, Resource Restrictive scheme 
employing a P2P decentralized scheduling framework. The 
scheme is characterized as follows: 

 
1) It should not allow resource providers to increase prices to 
any extent. 
2) No provider should reject to provide resources to certain 
type of jobs due to risk associated in executing them. 
3) Resource Providers and Consumers are allowed to take 
autonomous decisions. 
Our scheduling framework takes advantage of the P2P 
technology, utilizing its characteristics of decentralization and 
scalability. A central server is far from robust, and the 
maintenance is costly. Aside from that, as every participant in 
the computational grid is autonomous and acts individually, a 
decentralized scheduling infrastructure is more favorable. 
Furthermore, owing to the dynamics of grid environments, 
players may enter or leave at will at any time. A P2P network 
can handle such dynamics. The computational grid G has 
several portals, via one of which a provider can join the grid. 
When entering, the provider gets the information of designated 

neighbors from the portal and then connects into the P2P 
network. A consumer submits a job announcement to the 
computational grid via one portal. Then, the job announcement 
spreads throughout the P2P network, similar to query 
broadcast in an unstructured P2P system. The provider that 
receives a job announcement may bid for the job. We want to 
realize the complete competition among all the providers 
based on two considerations. First, the job execution time is 
sufficiently long such that the overhead of executing them on 
remote computers becomes relatively negligible. Thus, all the 
providers should have an equal chance to compete for any job, 
no matter where their geographical locations are. Second, the 
number of providers will not be too large, typically not more 
than several hundred, for a provider represents an 
administrative domain, within which local scheduling policies 
are employed. It is well known that blind-flooding-based 
broadcasting Is a fatal weakness of unstructured P2P 
networks. Many researchers have studied building overlay 
networks, whose topology closely matches the topology of 
physical networks. Once an overlay network with the desirable 
characteristic is built, an efficient broadcasting mechanism 
with good performance can be constructed. The P2P 
scheduling infrastructure enables the effective interactions 
between consumers and providers, and jobs are scheduled as a 
result. 

All jobs from consumers follow the same steps: 
Step 1. A consumer submits a job announcement to the 
computational grid, and the job announcement is broadcast to 
all the providers. 
Step 2. Each provider, upon receiving a job announcement 
checks if it has any resources allocated to the  
            Job of that particular type. If not go to step 6. 
Step 3. Each provider, upon receiving a job announcement 
checks its competition degree. 

 If competition degree is less then it estimates whether 
it is able to meet the deadline of the job. If yes, the 
provider sends a bid that contains the price for the job 
directly back to the consumer; otherwise, the provider 
ignores the job announcement. 

 If competition degree is more provider accepts the 
job even if  its’ not  feasible to complete the job in 
time. 

Step 4. After waiting for a certain time, the consumer 
processes all the bids received, chooses the  provider who 
charges the least, and sends the job to the selected provider. 
Step 5. The provider who receives the job inserts it into its job 
queue. When the job is finished, the    provider sends the result 
to the consumer. The value of the parameter waiting interval 
in step 3 should try not missing any potential bid and also 
making decisions as soon as possible. In our experiments, we 
choose the average execution time as the waiting interval or 
synthetic workloads and 10 seconds for real workloads. Both 
are rather conservative values so that the performance 
evaluation results will not be favorably skewed. 
Step 6: End 
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III. ALGORITHMS 

A. Resource Restriction Algorithm  

Jobs to be executed are of different types each consuming 
different type of resources , resource time and Input/output 
time. Depending upon requirements for their execution jobs 
are categorized in to different types. For each and every job 
type resource quota that is percentage of resources to be 
utilized for a particular job out of all the resources available 
with the provider is calculated for all providers. So, when a 
particular job announcement is received by the provider he 
checks if any resource quota is available for execution of the 
job whose announcement is received and if so the provider 
may or may not bid for the job depending upon his 
competition degree value. 
 
Step 1: Different  types  of  jobs  J1,J2….Jn that can be 
handled by providers in grid are listed. 
Step 2: calculate Resource Quotas Q1,Q2,Q3...Qn  for every 
particular type of job. 
Step 3:for all providers calculate amount of resources for 
particular job type. 
Quota for job type Ji=(resources with provider) * Qi  
Step 4:End 

 

B. Optimal Scheduling Algorithm 

 
When a particular job announcement is received by the 

provider , he will identify the type of the job and check 
whether any resource quota is available for that particular job 
type. If resources for that type of job are not available then the 
provider will not bid for that job. If  resource quota is 
available for that type of job then competition degree cd is 
checked . If competition degree is less then provider will bid 
for that job only if he can complete the job within deadline. If 
competition degree is more than provider will bid the job even 
if it is not possible for him to complete the job in time. 

 
Step 1:Check if Resource Quota is available for the received 
job type. If no go to step 6. 
Step 2: if cd < 0.5 then  
    Go to step 3 
Else 
     Go to step 4 
Step 3: find if the job can be completed in deadline. 
 If (yes ) then 
            Job is accepted. 
 Else  if job can be completed by rescheduling all jobs of 
provider such that  none of already  accepted jobs misses 
deadlines then job is accepted. 
Else 
    Job is rejected .Go to step 6 
Step 4:Accept job even if it cannot be completed in deadline.    
Step 5:compute total-price = (length of job) x (unit  price of 
provider) 

Step 6:Send bid to consumer. 
 

C. Optimal Cost  Restriction Algorithm 

 
Generally a greedy provider increases his resource cost as 

number of jobs being offered to him is more, but in our 
optimal scheduling scheme as the provider observes that he is 
receiving less number of job requests compared to other 
providers with relatively same capacity as him he 
automatically reduces his resource cost. Inevitably, all the 
providers need to know some global information. In our 
algorithm, we assume that every provider is informed with the 
aggregated capability of all the providers in the computational 
grid. The information can be acquired when a provider enters 
the grid via a portal and is updated in the same way that a job 
announcement is forwarded. 
 
//Over a time period t 
Step 1: find total  execution time  of all the jobs executing in 
the grid let it be Et. 
Step 2:If (Et x Cp)/( Ap)  <  Ep  then // jobs less offered than 
available capacity. 
                    Unit price = unit price-x 
           Else 
                    Unit price = unit price + x 
Where Et =execution time of all the jobs in the grid. 
Cp=capacity of provider. 
Ap=capacity of all providers. 
Ep=Execution time of jobs allocated to provider P. 
Step 3 :End 
 

D. Greedy Algorithm  

Like human beings, providers have diverse behavior. Thus, 
providers with various CDs coexist in a computational grid. 
The more conservative ones are relatively less competitive 
than the more aggressive ones. They always keep unconfirmed 
jobs in their job queues and tend to lose potential jobs because 
of being unable to bid. Most likely, these jobs are offered to 
the more aggressive ones. As a result, fairness among all the 
providers is hard to achieve. Moreover, the jobs that could 
have been done by the conservative ones may bring the 
aggressive ones not only profit but also penalty, of course, 
which results from deadline missing. A wise provider, whether 
a conservative or an aggressive one, should never hold its 
attitude toward competition if things like that happen. It will 
adjust its CD according to the situation that it perceives. Thus, 
we design the Greedy algorithm to adjust competition degree . 
 
 Step 1 : G1= length of jobs offered to provider/ length of jobs 
whose announcements are received by  provider 
  
Step 2 :G2= Capacity of the provider / sum of Capacities of all 
providers  
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Step 3: IfG1 >G2  then 
Increase competition degree by an amount x. 
 CD=CD + x 
                    // as number of jobs received by provider are 
more than his capacity. 
Step 4: If G1< G2 then 
 Decrease Competition Degree. 
CD=CD-x. 
Step 5: end. 
 
If number of jobs received by a provider is more than  his 
capacity then the provider will increase his unit price per 
resource as he is having number of consumers opting him as 
provider. If number of jobs received by a provider is less than 
his available capacity even when there is sufficient number of 
consumers in the grid then he automatically reduces his unit 
price per resource to attract consumers towards him . 

 

IV. CONCLUSIONS 

Here we are not considering network overheads that have to 
be faced when sending job broadcasts to different providers 
and when receiving bids from different providers by 
consumers and also when sending jobs and receiving results 
from providers. This is a important factor consuming most of 
amount of time and leading to delays .For successful 
implementation  of above algorithms we need to give a correct 
estimate of amount of time a resource will be needed which 
again requires a correct estimation algorithm for that purpose. 
Estimation of type of particular job to be executed is also a 
critical task depending upon which the resources will be 
scheduled for the execution of that job. If all the above factors 
are satisfied that is no network delays, resource needed time is 
estimated correctly, job type is identified correctly then our 
algorithms works efficiently for all real workloads. 
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