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Abstract-Today’s real world databases are highly susceptible to 
noisy, missing and inconsistent data due to their typically huge 
size data and their origin from multiple, heterogeneous sources. 
Hence, pre-processing of data is necessary to help improve the 
quality of data and consequently the mining results. There are 
number of data pre-processing techniques. In this paper, we 
would like to discuss two different approaches for data pre-
processing one based on XML and other based on text file. But 
the basic algorithm and steps involved in pre-processing are 
considered same for both the approaches. 
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I INTRODUCTION 

The World wide Web has become one of the most important 
media to store, share and distribute information .At present, 
Google is indexing more than 8 billion Web pages[1]. The 
rapid expansion of the Web has provided a great opportunity 
to study user and system behavior by exploring Web access 
logs. The WWW is serving as a huge widely distributed global 
information service center for technical information, news, 
advertisement, e-commerce and other information service. 
This makes information retrieval process difficult. Most users 
may not have good knowledge of the structure of the 
information network, and may easily get bored by taking many 
access hops and losing impatience when waiting for the 
information. These challenges will have been solved 
efficiently by Web mining, which is the application of data 
mining   technologies. Web mining [2] that discovers and 
extracts interesting knowledge/patterns from Web is classified 
into three types as Web Structure Mining that focuses on 
hyperlink structure, Web Contents Mining that focuses on 
page contents as well as Web Usage Mining that focuses on 
Web logs. In this paper, we are concerned about Web Usage 
Mining (WUM), also named as Web log mining. The process 
of WUM[3] includes three phases shown in Fig. 1: data 
preprocessing, pattern discovery, and pattern analysis. Data 
Preprocessing basically consists of data cleaning, data 
integration, transformation and data reduction. Pattern 
discovery deals with extracting knowledge from preprocessed 
data. Some of the techniques used in Pattern discovery are 
Association rules, Classification, Clustering etc. Pattern 
Analysis filters out uninteresting rules or patterns from the set 
found in the pattern discovery phase. Basic Web Log Mining 
structure is given below in figure1. 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In this paper, we would be focusing on two approaches of data 
pre-processing.  
 

II RELATED WORK 

In this section, we introduce some related work in data 
preprocessing. In the recent years, there has been much 
research on Web usage mining [9], [10], [11], [12]. However, 
data preprocessing has received far less attention than it 
deserves. Methods for user identification, session 
identification, and path completion, are presented in [13]. In 
another work [14] the authors compared time-based and 
referrer-based heuristics for visit reconstruction. They found 
out that a heuristic's appropriateness depends on the design of 
the Web site (i.e. whether the site is frame-based or frame-
free) and on the length of the visits (the referrer-based 
heuristic performs better for shorter visits). In [15] Marquardt 
et al. addressed the application of WUM in the e-learning area 
with a focus on the preprocessing phase. In this context, they 
are defined the notion of visit from the e-learning point of 
view. Moreover, in the same paper, the authors have presented 
several data preparation techniques to identify Web users, i.e, 
the path completion and the use of site topology. To identify 
the user sessions, a fixed time period, say thirty minutes [6], is 
used to be the threshold between two sessions. Zaïane et.al[16] 

Preprocessing 

Log File 

Pattern 
Discovery 

Pattern 
Analysis 

Knowledge 
Discovery 

Figure 1: Basic Web Log Mining Structure 
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have applied various traditional data mining techniques to 
Internet log files in order to find different types of patterns, 
which can be harnessed as electronic commerce decision 
support knowledge. The pre-processed data can be finally 
loaded into Knowledge Base and can be further used for 
analysis with help of data mining techniques like 
classification, clustering and association mining. 
 

III BLOCK DIAGRAM FOR DATA                                  
PRE-PROCESSING 

Steps involved in data pre-processing are shown with the 
help of block diagram in Figure 2 below: 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
A. Log File 

Log File is the input to pre-processing block. A Web log 
is a file to which the Web server writes information each time 
a user requests a resource from that particular site. Data 
preprocessing a web usage mining model (Web-Log 
preprocessing) aims to reformat the original web logs to 
identify user’s access sessions. The Web server usually 
registers all users’ access activities of the website as Web 
server logs. Due to different server setting parameters, there 
are many types of web logs, but typically the log files share 
the same basic information, such as: client IP address, request 
time, requested URL, HTTP status code, referrer, etc.. Data 
sets consisting of web log records for 5446 users were 
collected from De Paul University website. Web log consist of 
17 attributes with the data values in the form of records. 
The following is a fragment from the IIS server logs: 

date time c-ip cs-username s-sitename s-computername s-
ip s-port cs-method cs-uri-stem cs-uri-query sc-status time-
taken cs-version cs-host cs(User-Agent) cs(Referer)  
 

  2002-04-01 00:00:10 1cust62.tnt40.chi5.da.uu.net - w3svc3 
bach bach.cs.depaul.edu 80 get /courses/syllabus.asp 
course=323-21-603&q=3&y=2002&id=671 200 156 http/1.1 

www.cs.depaul.edu 
mozilla/4.0+(compatible;+msie+5.5;+windows+98;+win+9x+
4.90;+msn+6.1;+msnbmsft;+msnmen-us;+msnc21) 
http://www.cs.depaul.edu/courses/syllabilist.asp 
depaul.edu/courses/syllabilist.asp 

 
B  Basic Algorithm And Steps Involved In Preprocessing 

 
Steps involved in data pre-processing are explained below 

1   Data Cleansing: Irrelevant records are eliminated during 
data cleansing. Since target  of  web usage mining is to get 
traversal pattern, following two kinds of records are 
unnecessary and should be removed : 

a. The records of graphics, video and format 
information. The records having filenames suffixes of 
GIF, JPEG, CSS and so on, which can be found in 
cs_uri_stem field of record. 

 b. The records with failed HTTP status codes. By 
examining the status field of every record in the web log, 
the record with status code over 299 and under 200 are 
removed. 

2  User and Session Identification: The task of user and 
session identification is to find out the different user 
sessions from the original web access log. A referrer-based 
method is used for identifying sessions. The different IP 
addresses distinguish different users. 

 a. If the IP addresses are same, the different browsers 
and operation systems  indicate different users which can 
be found by client IP address and user agent who gives 
information of user’s browsers and operating system. 

b. If all of the IP address, browsers and operating 
systems are same, the referrer information should be taken 
into account. The ReferURI (cs_referer) is checked, a new  
user session is identified if the URL in the ReferURI - field 
hasn't been accessed previously, or there is a large interval 
(usually more than 30 minutes) between the accessing time 
of this record. 

3   Path Completion: Path Completion should be used 
acquiring the complete user access path. The incomplete 
access path of every user session is recognized based on 
user session identification. If in a start of user session, 
Referrer as well URI has data value, delete value of 
Referrer by adding   ‘-‘. Web log preprocessing helps in 
removal of unwanted click-streams from the log file and 
also reduces the size of original file by 40-50%.  

 

Figure 2:  Block diagram for data Pre-processing  
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IV APPROACHES FOR DATA                               
PRE-PROCESSING 

A.   Pre-Processing Using Xml 

 Data Pre-processing can be done using XML (Extended 
Markup Language). XML provides a structure to the 
records which are present in web logs. Hence, 
understanding of web logs becomes easier. Steps involved 
in pre-processing using above approach are: 

a. Logs recorded in the web log which is a text file are 
converted into DOM tree structure using XML parsers 
which is shown below: 

 

Figure 3: DOM tree structure of web log file (Log.txt) 

Apply cleansing process ie; remove the records having  status 
code above 299 and below 200.Also remove the records in 
which the attribute  cs_uri_stem has extensions like css, jpeg, 
gif. 

b. Next step is user identification and session identification 
is same as given basic algorithm of data pre-processing. 

c. Finally, the path completion helps to complete and format 
the paths in user session, so that these paths can be further 
used for analysis. 

d. After the above steps, transfer the records which are 
present in XML file into Knowledge base.  

 

B.     Pre-Processing Using Text File 

 Data pre-processing is applied on records which are present 
in the web log file (text file).Steps for preprocessing are: 

1)  Logs recorded in the web log which are in unprocessed 
form are shown below: 

2002-04-01 00:00:10 1cust62.tnt40.chi5.da.uu.net - 
w3svc3 bach bach.cs.depaul.edu 80 get 
/courses/syllabus.asp course=323-21-
603&q=3&y=2002&id=671 200 156 http/1.1 
www.cs.depaul.edu 
mozilla/4.0+(compatible;+msie+5.5;+windows+98;+win+
9x+4.90;+msn+6.1;+msnbmsft;+msnmen-us;+msnc21) 
http://www.cs.depaul.edu/courses/syllabilist.asp 
depaul.edu/courses/syllabilist.asp 

 
2002-04-01 00:00:26 ac9781e5.ipt.aol.com - w3svc3 bach 
l.edu 80 get /advising/default.asp - 200 16 http/1.1 
www.cs.depaul.edu 
mozilla/4.0+(compatible;+msie+5.0;+msnia;+windows+9
8;+digext) 
http://www.cs.depaul.edu/news/news.asp?theid=573 

2)     Before applying cleansing process, attributes in the text 
file needs to be separated using delimiter as space. These 
spaces help in identifying exact position of  
attributes/fields. Hence, remove the records having  status 
code above 299 and below 200 and records in which the 
attribute  has extensions like css, jpeg, gif. 

3)  Steps 3 & 4 are same as in above approach. 

4)  After the above steps, transfer the records which are 
present in text file into Knowledge base.  

 

V  RESULTS 

 Data preprocessing was implemented using two different 
approaches.  

A. Step wise results for XML approach are discussed  below: 

1) When XML approach was applied on unprocessed text 
file of size 21KB having 500 records, the size of the file 
increased by 30% (62KB) as it got converted into DOM 
tree structure. Figure no 4 below shows the record 
encircled having status code as 150 and cs_uri_stem as 
.jpeg extension  
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2) Later, after applying pre-processing, above record is 
deleted from   XML file , thus size of the file gets reduced 
by 15%(49 KB),  which is shown below in figure no 5.  

 

 

B.   Step wise results for Text File approach are discussed 
below: 

1) In text file approach, direct pre-processing algorithm 
was applied on unprocessed text file of size 21 KB 
having 500 records. Text File before pre-processing is 
figure no 6. 

 

 

2) After applying pre-processing algorithm, size of the 
original file reduced by approx.10%.(12 KB) is shown 
below in Figure no 7 

               

 

 

Figure 4: XML file before pre-processing 

Figure 5: XML file after pre-processing 

Figure 6: Text file before pre-processing 

Figure 7: Text file after pre-processing 
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VI      COMPARISON AND APPLICATION OF THESE 
APPROACHES 

A.   XML Approach 

1 Since, DOM tree structure is used, preprocessing 
stages can be analyzed very well 

2  Time taken for Conversion of records from XML to 
Knowledge base was 20 minutes when the above 
approach was used. 

3 XML approach can be used when the Web log file 
consists of more number of attributes describing usage 
profile of user as in IIS Web Server having Extended 
Log File Format having 17 attributes  as shown in 
section 3.1 

B.     Text File Approach 

1 Understanding of each step of pre-processing would be 
difficult for user because this approach demands 
analysis and knowledge of how weblog looks. 

2 Time taken to transfer records from text file   to 
Knowledge Base was 10 seconds when the above 
approach was used. 

3 Text File approach can be used when the web log file   
consist of very few attributes describing usage profile 
of users ie; less than 10 as in Common Log Format as 
shown below  

127.0.0.1 - frank [10/Oct/2000:13:55:36 
-0700] "GET /apache_pb.gif HTTP/1.0" 
200 2326 

Or Combined Log format as shown below 

127.0.0.1 - frank [10/Oct/2000:13:55:36 
-0700] "GET /apache_pb.gif HTTP/1.0" 
2002326 
"http://www.example.com/start.html" 
"Mozilla/4.08 [en] (Win98; I ;Nav)" 
Records which are present in Knowledge base after pre-
processing using both approaches is shown below in fig.8

Figure 8:  Records are arranged  user session wise after   pre-processing 
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VII.  CONCLUSION 

 In this paper, we have discussed two approaches for 
data pre-processing. Results of both the approaches are 
given and also a comparison is done. Data pre-processing is 
an important step in the knowledge discovery process, 
because quality decisions are based on quality data. Hence, 
we have made an attempt to present these approaches in this 
paper. 
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