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Abstract— Clustering is one of the unsupervised learning method
in which a set of essentials is separated into uniform groups. The
k-means method is one of the most widely used clustering
techniques for various applications. This paper proposes a
method for making the K-means algorithm more effective and
efficient; so as to get better clustering with reduced complexity.
In this research, the most representative algorithms K-Means
and the Enhanced K-means were examined and analyzed based
on their basic approach. The best algorithm was found out based
on their performance using Normal Distribution data points. The
accuracy of the algorithm was investigated during different
execution of the program on the input data points. The elapsed
time taken by proposed enhanced k-means is less than k-means
algorithm.
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I. INTRODUCTION

Data mining involves the use of sophisticated data analysis
tools to discover previously unknown, valid pattern and
relationships in large datasets. Clustering is the process of
partitioning or combination a given set of patterns into
displaces clusters. A loose definition of clustering could be “the
process of organizing objects into groups whose members are
similar in some way”. A cluster is therefore a collection of
objects which are “similar” between them and are “dissimilar”
to the objects belonging to other clusters[2,20] .Unlike
classification, in which objects are assigned to predefined
classes, clustering does not have any predefined classes[3]. The
main advantage of clustering is that interesting patterns and
structures can be found directly from very large data sets with
little or none of the background knowledge [8, 16].

The k-means algorithm [6, 7] is successful in producing
clusters for many practical applications. But the computational
complexity of the original k means algorithm is very high,
especially for large data sets. Moreover, this algorithm results
in different types of clusters depending on the random choice
of initial centroids. [10, 11]. Several attempts were made by
researchers for improving the performance of the k-means
clustering algorithm.

A. PROBLEM DESIGN

To compare the two algorithms using normal distribution data
points. This investigate can be used two unsupervised
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clustering methods, namely K-Means, enhanced k-means are
examined to analyze based on the distance between the input
data points. The clusters are formed according to the distance
between data points and cluster centers are formed for each
cluster. The implementation plan will be in normal distribution
of input data points. The implementation work was used in mat
lab programming software. The number of clusters is chosen
by the user [9, 22]. The data points in each cluster are displayed
by different colors and the execution time is calculated in
milliseconds. This paper deals with a method for improving
efficiency of the k-means algorithm and analyze the elapsed
time is taken by enhanced k-means is less than k means
algorithm.

Il. THE K-MEANS CLUSTERING ALGORITHM

The segment describes the original k-means clustering
algorithm. The idea is to classify a given set of data into k
number of transfer clusters, where the value of k is fixed in
advance. The algorithm consists of two separate phases: the
first stage is to define k centroids, one for each cluster [4, 17].
The next stage is to take each point belonging to the given data
set and associate it to the nearest centroid.

Algorithm 1:
The k-means clustering algorithm Input:

D ={d1, d2,......, dn} //set of n data items. k // Number
of desired clusters

Output: A set of k clusters.
Steps:

1. arbitrarily choose k data-items from D as initial ~centroids;

2. Repeat Assign each item di to the cluster which has the
closest centroid; Calculate new mean for each cluster; until
convergence criteria is met.

The process, which is called “k-means”, appears to give
partitions which are reasonably efficient in the sense of within-
class variance, corroborated to some extend by mathematical
analysis and practical experience [18, 24]. Also, the k-means
procedure is easily programmed and is computationally
economical, so that it is feasible to process very large samples
on a digital computer [13].
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K-means algorithm is one of first which a data analyst will use
to investigate a new data set because it is algorithmically
simple, relatively robust and gives “good enough” answers
over a wide variety of data sets [14, 19].

111. MODIFIED APPROACH

The k-means algorithm can be slightly modified to proposed
method. In this algorithm can be used more effective than
normal k-means algorithm [15].

The enhanced method is outlined as Algorithm 2.

Euclidean distance is generally considered to determine the
distance between data points and the centroids. When all the
points are included in some clusters, the first step is completed
and an early grouping is done. At this point we need to
recalculate the new centroids, as the inclusion of new points
may lead to a change in the cluster centroids [1, 21]. Once we
find k new centroids, a new binding is to be created between
the same data points and the nearest new centroid, generating
a loop. As a result of this loop, the k centroids may change
their position in a step by step manner. Eventually, a situation
will be reached where the centroids do not move anymore.
This signifies the convergence criterion for clustering. Pseudo
code for the k-means clustering algorithm is listed as
Algorithm 1 [7].

Algorithm 2: The enhanced method
Input:

D ={d1, d2... dn} // set of n data items k // Number of desired
clusters

Output: A set of k clusters.
Steps:

Phase 1: Determine the initial centroids of the clusters by
using Algorithm 3.

Phase 2: Assign each data point to the appropriate clusters by
using Algorithm 4.

In the first phase, the initial centroids are determined
systematically so as to produce clusters with better accuracy
[5,12]. The second phase makes use of a variant of the
clustering method discussed in [4]. It starts by forming the
initial clusters based on the relative distance of each data-point
from the initial centroids. These clusters are subsequently fine-
tuned by using a heuristic approach, thereby improving the
efficiency. The two phases of the enhanced method are
described below in Algorithm 3 and Algorithm 4.

Algorithm 3:  Finding the initial centroids
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Input:

D ={d1, d2,......, dn} // set of n data items k // Number of
desired clusters

Output: A set of k initial centroids.

Steps:
1.Setm=1;

2. Compute the distance between each data point and all other
data- points in the set D;

3. Find the closest pair of data points from the set D and form
a data-point set Am (1<=m <= k) which contains these two
data- points, Delete these two data points from the set D;

4. Find the data point in D that is closest to the data point set
Am, Add it to Am and delete it from D;

5. Repeat step 4 until the number of data points in Am reaches
0.75*(n/k);

6. If m<k, then m = m+1, find another pair of datapoints from
D between which the distance is the shortest, form another
data-point set Am and delete them from D, Go to step 4;

7. for each data-point set Am (1<=m<=Kk) find the arithmetic
mean of the vectors of data points in Am, these means will be
the initial centroids [23].

Algorithm 3 describes the method for finding initial centroids
of the clusters [12]. Initially, compute the distances between
each data point and all other data points in the set of data
points. Then find out the closest pair of data points and form a
set Al consisting of these two data points, and delete them
from the data point set D. Then determine the data point which
is closest to the set Al, add it to Al and delete it from D.
Repeat this procedure until the number of elements in the set
Al reaches a threshold. At that point go back to the second

step and form another data-point set A2. Repeat this till ’k’
such sets of data points are obtained. Finally the initial
centroids are obtained by averaging all the vectors in each
data-point set. The Euclidean distance is used for determining
the closeness of each data point to the cluster centroids. The
distance between one vector X = (x1, X2, ....xn) and another
vector Y = (y1,vy2, ....... yn) is obtained as (,) (11)2 (2 2)2
v ()2d XY =x-y+x-y++xn-yn The distance between a
data point X and a data-point set D is defined as d(X, D) = min
(d (X, Y ), where Y €D). The initial centroids of the clusters
are given as input to the second stage, for assigning data-
points to appropriate clusters. The steps involved in this phase
are outlined as Algorithm 4[9].
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Algorithm 4: Assigning data-points to clusters
Input:

D = {di, d2,...,dn} // set of n data-points. C = {c1,
€2, ,ck} // set of k centroids

Output:

A set of k clusters

Steps: 1. Compute the distance of each data-point
di (1<=i<=n) to all the centroids cj (1<=j<=k) as d(di, cj);

2. For each data-point di, find the closest centroid cj and
assign di to cluster j.

3. Set Cluster Id[i]=j; // j:1d of the closest cluster

4. Set Nearest _Dist[i]= d(di, cj);

5. For each cluster j (1<=j<=Kk), recalculate the centroids;
6. Repeat

7. for each data-point di,

a. Compute its distance from the centroid of the present
nearest cluster;

b. If this distance is less than or equal to the present
nearest distance, the data-point stays in the cluster;

c. Else for every centroid cj (1<=j<=k) compute the
distance d(di, cj);

End for;

8. Assign the data-point di to the cluster with the nearest
centroid cj

9. Set Clusterld[i]=j;
10. Set Nearest_Dist[i] = d(di, cj);
Endfor (step(2));

11. For each cluster j (1<=j<=k), Recalculate the
centroids until the convergence criteria is met.
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IV.RESULTS

In this revise, the k-Means algorithm is explained with a
paradigm first, followed by enhanced k-means algorithm. The
enhanced k-means algorithm can be used determine the cluster
centroids. The investigational results are discussed for the K-
Means algorithm has to take the time complexity is greater for
using different data sets.

The resulting clusters of the normal distribution of K-Means
algorithm is presented in Fig. 1. The normal distribution data
points can be taken to easily implement and take the results of
convenient for our data sets. The number of clusters and data
points is given by the user during the execution of the
program. The number of data points is 1000 and the number of
clusters given by the user is 10 (k = 10). The algorithm is
repeated to allocate the user times to get efficient output. The
cluster centers (centroids) are calculated for each cluster by its
mean value and clusters are formed depending upon the
distance between data points. For different input data points,
the algorithm gives different types of outputs.

The enhanced k-means is better than k-means in experimental
results. In cluster size has to be differing in different run. The
k-means algorithm by taken elapsed time is 2343.3ms. And
then the first cluster size is 84 in runl. It can be measures by
the quality of clusters. The efficient method by taken elapsed
time is 62.2ms.then the first cluster size in runl is 99 based
their quality of cluster size. The execution method can be
executing five runs.The average time can be taken by 2116.26
in k means algorithm. The enhanced k-means method can be
taken the average time is 43.194. The enhanced average time
is less than k-means.

2411



D. Napoleon et. al. / (IJCSE) International Journal on Computer Science and Engineering
Vol. 02, No. 07, 2010, 2409-2413

Table (1): Cluster results for Normal Distribution

Number of Data Points = 1000

Number of Clusters=10

Time
Cluster Size 1 2 3 4 5 6 7 8 9 10
(ms)
Runl 84 78 89 95 110 103 96 121 118 106 2343.3
Run2 99 135 91 91 96 87 78 123 105 95 21455
k-Means Run3 102 95 81 75 86 117 76 102 135 131 1528.5
Run4 93 118 101 119 99 90 94 61 99 126 2166.0
Run5 136 99 102 132 96 88 84 86 90 87 2397.8
Runl 42 7 65 148 125 104 67 95 111 166 62.2
Run2 102 112 108 74 103 121 102 97 87 94 45.97
Enhanced
Run3 120 91 106 101 122 97 88 87 111 7 44.76
k-means
Run4 92 133 71 95 95 101 74 101 121 117 34.45
Run5 123 86 93 64 96 104 133 84 121 96 28.59
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Fig (1). Normal Distribution output in k-means
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Fig (2) Normal Distribution output in Enhanced k-means
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1. CONCLUSION

The time complexity can be calculated by CPU elapsed time
for different two algorithms. As a rule the time complexity
varies from one processor to another processor, which depends
on the speed and the type of the system. The partitioning
algorithms work well for decision spherical-shaped clusters in
different type of data points. The advantage of the K-Means
algorithm is its favorable execution time. Its drawback is that
the user has to know in advance how many clusters are
searched for. From the experimental results (by many
execution of the programs), it is practical that K-Means
algorithm is efficient for smaller data sets and enhanced k-
means algorithm seems to be efficient for huge data sets than
K-means algorithm.
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