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Abstract—Morphological analysis is the basic process for any 
Natural Language Processing task. Morphology is the study of 
internal structure of the word. Morphological analysis retrieves 
the grammatical features and properties of a morphologically 
inflected word. Capturing the agglutinative structure of Tamil 
words by an automatic system is a challenging job. Generally rule 
based approaches are used for building morphological analyzer. 
In this paper we propose a novel approach to solve the 
morphological analyzer problem using machine learning 
methodology. Here morphological analyzer problem is redefined 
as classification problem. This approach is based on sequence 
labeling and training by kernel methods that captures the non 
linear relationships of the morphological features from training 
data samples in a better and simpler way. 

Keywords- morphology; morphological analyzer; machine 
learning; sequence labeling. 

I.  INTRODUCTION 

Morphological analysis is the process of segmenting words 
into morphemes and analyzing the word formation. It is a 
primary step for various types of text analysis of any language. 
Morphological analyzers are used in search engines for 
retrieving the documents from the keyword [5]. Morphological 
analyzer increases the recall of search engines. It is also used in 
speech synthesizer, speech recognizer, lemmatization, noun 
decompounding, spell and grammar checker and machine 
translation. Tamil language is morphologically rich and 
agglutinative. Such morphologically rich language needs deep 
analysis at the word level to capture the meaning of the word 
from its morphemes and its categories. Each root is affixed 
with several morphemes to generate word. In general Tamil 
language is postpositionally inflected to the root word. Each 
root word can take a few thousand inflected word forms. Tamil 
language takes both lexical and inflectional morphology. 
Lexical morphology changes the word meaning and its class by 
adding the derivational and compounding morphemes to the 
root. Inflectional morphology changes the form of the word 
and adds additional information to the word by adding the 
inflectional morphemes to the root. 

 In general, dictionary contains only root words and 
derivational words. All the inflectional word forms are not 
available in dictionary. Morphological analyzer is also used to 
extract the root word which exists in dictionary. Generally rule 
based approaches are used for building morphological analyzer 
[13]. In this paper a novel method for the morphological 

analyzer of Tamil language using sequence labeling approach 
is implemented. The implementation process is done in three 
phases. In first phase the input word is converted into sequence 
of characters that is used for decoding. Second phase segment 
morphemes based on their boundaries. Finally segmented 
morphemes are tagged with their grammatical category. The 
morphological complexity among the Dravidian languages 
doesn’t vary widely. So this methodology is implemented to all 
Dravidian languages. The morphological analysis engine has 
been developed for Tamil and the process is implemented for 
other Dravidian languages. This methodology can be also 
applied for any morphologically rich languages. The new state 
of art machine learning approach based on SVM outperforms 
MBT and CRF Taggers. This paper briefly describes about data 
creation for supervised learning technique and various stages in 
building the morphological analyzer using sequence labeling. 

II. RELATED WORKS 

Various methodologies have been adopted for developing 
morphological analyzer in various languages. A framework for 
Thai morphological analysis based on the theoretical 
background of conditional random fields formulates an un-
segmented language as the sequential supervised learning 
problem [4]. Memory-based learning has been successfully 
applied to morphological analysis and part-of-speech tagging in 
Western and Eastern-European languages [6]. MBMA 
(Memory-Based Morphological Analysis), is a memory-based 
learning system .Memory-based learning is a class of inductive 
supervised machine learning algorithms that learn by storing 
examples of a task in memory. A corpus based morphological 
analyzer for unvocalized Modern Hebrew is developed by 
combining statistical methods with rule-based syntactic 
analysis [1]. 

 Goldsmith shows how stems and affixes can be inferred 
from a large un-annotated corpus [11]. Data-driven method for 
automatically analyzing the morphology of ancient Greek used 
a nearest neighbor machine learning framework [12]. A 
language modeling technique to select the optimal 
segmentation rather than using heuristics is proposed for Thai 
morphological analyzer [3]. In Tamil language the first step 
towards the preparation of morphological analyzer for Tamil 
was initiated by Anusaraka group. Ganesan developed a 
morphological analyzer for Tamil to analyze CIIL corpus [14] 
.In this phonological and morphophonemic rules and takes into 
account morphotactic constraints of Tamil in building 
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morphological analyzer for Tamil. Resource Centre for Indian 
Language Technological Solutions-Tamil has prepared a 
morphological analyzer (Atcharam) for Tamil. Finite automata 
state-table has been adopted for developing this Tamil 
morphological analyzer [2].  

III. CHALLENGES IN MORPHOLOGICAL ANALYZER FOR 

TAMIL  

Tamil is a classical language which belongs to Dravidian 
language family. It is spoken by more than 66 million people 
all over the world [ref].Tamil literature has existed for over 
two-thousand years. The morphological structure of Tamil is 
quite complex since it inflect to person, gender, and number 
markings and also combines with auxiliaries that indicate 
aspect, mood, causation, attitude etc in verb. A single verb root 
can inflect for more than two-thousand word forms including 
auxiliaries. Noun root inflects with plural, oblique, case, 
postpositions and clitics. A single noun root can inflect for 
more than five hundred word forms including postpositions. 
The root and morphemes have to be identified and tagged for 
further language processing at word level. The structure of 
verbal complex is unique and capturing this complexity in a 
machine analyzable and generatable format is a challenging 
job. The formation of the verbal complex involves arrangement 
of the verbal units and the interpretation of their combinatory 
meaning. Phonology also plays its part in the formation of 
verbal complex in terms of morphophonemic or sandi rules 
which account for the shape changes due to inflection. 

The simple finite verb forms table is given in “Table I”. 
First column represents the PNG (Person-Number-Gender) 
markers and the further column represents past, present and 

future tenses respectively. For the word “பᾊ” padi(study) 
various PNG markers are given in table. 

TABLE I.  SIMPLE FINITE VERBS 

   

Understanding of verbal complexity involves understanding the 
structure of simple finite verbs and compound verbs. By 
understanding the nature of the verbal complexity, it is possible 
to evolve a methodology to tackle the verbal complexity. In 
order to tackle the analysis of the verbal forms in which the 
inflection vary from one set of verbs to another, a classification 

of Tamil verbs based on tense markers is evolved. The 
inflection includes finite, infinite, adjectival, adverbial and 
conditional forms of verbs [13]. For the sake of our 
computational data modeling, Tamil verbs are classified into 
thirty two paradigms. 

 Compared to verb morphological analysis noun 
morphological analysis is less challenging. Noun can occur 
separately or with plural, oblique, case, postpositions and 
clitics suffixes. Nouns are classified into twenty five paradigms 
to resolve the challenges in noun morphological analysis. 
Based on the paradigm the root words are grouped into its 
paradigm. A corpus is developed with all morphological 
feature information. So the machine by itself captures all 
morphological rules, including sandi and morphotactic rule. 
Finally the morphological analysis is redefined as a 
classification task which is solved by using sequence labeling 
methodology. The various noun forms are given in the “Table 
II”. The table represents the singular and plural form of the 

word “எᾢ” eli(rat) with the case markers. 

TABLE II.  NOUN CASE MARKERS 
 

 

 

 

 

 

 

 

 

IV. MORPHOLOGICAL ANALYZER USING MACHINE 

LEARNING  

The morphological analysis identifies root and suffixes of a 
word. Generally rule based approaches are used for 
morphological analysis which are based on a set of rules and 
dictionary that contains root words and morphemes. In rule 
based approach, a particular word is given as an input to the 
morphological analyzer and if that corresponding morphemes 
or root word is missing in the dictionary then the rule based 
system fails [5]. Here each rule is depended on the previous 
rule. So if one rule fails, it affects the entire rule that follows.  

Recently machine learning approaches are dominating the 
Natural Language Processing field. Machine learning is a 
branch of Artificial Intelligence concerned with the design of 
algorithms that learn from the examples. Machine learning 
algorithms can be supervised or unsupervised. Available input 
and required output examples are used in supervised learning. 
In unsupervised learning they use only input samples. The goal 
of machine learning approach is to use the examples and find 
the useful generalization and classification rules automatically 
from examples. Using this machine learning approach all the 
rules including complex spelling rules are also handled by the 
classification task. Machine learning approaches don’t require 

PNG Root-Past-PNG Root-Pres-PNG Root-Fut-PNG 

3SE padi-kinR-Ar padi-thth-Ar padi-pp-Ar 

3SM padi-kinR-An padi-thth-An padi-pp-An 

3SF padi-kinR-AL padi-thth-AL padi-pp-AL 

2S padi-kinR-Ay padi-thth-Ay padi-pp-Ay 

1PL padi-kinR-Om padi-thth-Om padi-pp-Om 

IS padi-kinR-En padi-thth-En padi-pp-En 

2SE padi-kinR-Ir padi-thth-Ir padi-pp-Ir 

3SN padi-kinR-athu padi-thth-athu padi-pp-athu 

2PE padi-kinR-IrkaL padi-thth-IrkaL padi-pp-IrkaL 

3PE padi-kinR-ArkaL padi-thth-ArkaL padi-pp-ArkaL 

3PN padi-kinR-ana padi-thth-ana padi-pp-ana 

 Case Singular Plural 

Nominative eli eli-kaL 

Accusative eli-ai eli-kaL-ai 

Dative eli-uku eli-kaL-uku 

Benfefactive eli-ukk-Aka eli-kaL-ukk-Aka 

Instrumental eli-Al eli-kaL-Al 

Sociative-Odu eli-Odu eli-kaL-Odu 

Sociative-udan eli-udan eli-kaL-udan 

Locative eli-il eli-kaL-il 

Ablative eli-il-iruwthu eli-kaL-il-iruwthu 

Genitive eli-in-athu eli-kaL-in-athu 
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any hand coded morphological rules [5]. It needs only corpora 
with linguistical information. These morphological or 
linguistical rules are automatically extracted from the annotated 
corpora. 

A. Morphological Analyzer as Sequence Labeling 

The sequence labeling is a significant generalization of the 
supervised classification problem. We assign a single label to 
each input element in a sequence. The elements that are trying 
to assign are typically things like parts of speech, syntactic 
chunk labels [9]. Many tasks are formalized as sequence 
labeling problems in various fields such as natural language 
processing and bioinformatics. There are two types in sequence 
labeling approaches. 

 Raw labeling. 
 Joint segmentation and labeling. 

In raw labeling each element gets a single tag whereas in 
joint segmentation and labeling whole segments get a single 
label. In morphological analyzer sequence is usually a word 
and a character is an element or. 

As mentioned earlier, in morphological analyzer input is a 
word and output is root and inflections. Input word is denoted 
as ‘W’, root word and inflections are denoted by ‘R’ and ‘I’ 
respectively.  

     [W]Noun/Verb = [R] Noun/Verb + [I] Noun/Verb 

In turn notation ‘I’ can be expressed as i1+ i2+…. + in. 

Where ‘n’ are a number of inflections or morphemes. Further 
‘W’ is converted into set of characters. Morphological analyzer 
accepts a sequence of character as input and generates a 
sequence of character as output. Let X be the finite set of input 
characters and Y be the finite set of output characters. Here the 
input string be ‘x’, it is segmented as x1x2....xn  where each xn є 
X. Similarly y be an output string and it is segmented as 
y1y2...yn and yn є Y. where ‘n’ be the number of segments. 

          Inputs: x = (x1, x2, x3…, xn) 

 

         Labels: y = (y1, y2, y3…, yn) 

The main objective of sequence labeling approach is 
predicting y from the given ‘x’. In training data the input 
sequence ‘x’ is mapped with output sequence ‘y’. Now the 
morphological analyzer problem is transformed into a sequence 
labeling problem. The information about the training data is 
explained in following sub sections. 

B. Machine learning using Support Vector Machine 

Support vector machine approaches have been around since 
the mid 1990s, initially as a binary classification technique, 
with later extensions to regression and multi-class 
classification. Here Morphological problem is converted into 
classification problem [8]. These classifications can be done 
through supervised machine learning algorithms. In supervised 
learning set of input and output examples are used for training. 

Support Vector Machine (SVM) is a machine learning 
algorithm for binary classification, which has been successfully 

applied to a number of practical problems, including NLP [10]. 

Let 1 1{( , ),......, ( , )}N Nx y x y
be the set of N training 

examples, where each instance ix
 is a vector in 

NR  and 
{ 1, 1}iy   

 is the class label. SVM is a supervised pattern 
classification algorithm which has been successfully applied to 
a wide range of classification problems. SVM is attractive 
because it has an extremely well developed statistical learning 
theory. SVM is based on strong mathematical foundations and 
results in simple yet very powerful algorithms. SVMs are 
learning systems that use a hypothesis space of linear functions 
in a high dimensional feature space, trained with a learning 
algorithm from optimization theory that implements a learning 
bias derived from statistical learning theory.  

C. SVMTool 

The SVMTool is an open source generator of sequential 
taggers based on Support Vector Machine. Generally 
SVMTool is developed for POS tagging but here this tool is 
used in morphological analysis for classification. The 
SVMTool software package consists of three main 
components, namely the model learner (SVMTlearn), the 
tagger (SVMTagger) and the evaluator (SVMTeval). SVM 
models (weight vectors and biases) are learned from a training 
corpus using the SVMTlearn [10]. 

 Different models are learned for the different strategies. 
Given a training set of annotated examples, it is responsible for 
the training of a set of SVM classifiers. So as to do that, it 
makes use of SVM–light an implementation of Vapnik’s SVMs 
in C, developed by Thorsten Joachims. Given a text corpus 
(one token per line) and the path to a previously learned SVM 
model (including the automatically generated dictionary), it 
performs tagging of a sequence of characters. 

Finally, given a correctly annotated corpus, and the 
corresponding SVMTool predicted annotation, the SVMTeval 
component displays tagging results. SVMTeval evaluates the 
performance in terms of accuracy. Three standard machine 
learning approaches, SVM, CRF and memory-based learning, 
have been used to solve the classification problem. SVM is 
based on the idea of structural risk minimization. A principled 
technique is used for selecting a model which minimizes 
generalization error. Conditional Random Fields is another 
popular approach for sequence labeling which offer advantages 
over both generative models like HMM and classifiers applied 
at each sequence position. MBT is a memory-based tagger-
generator and tagger. The tagger-generator part can generate a 
sequence tagger on the basis of a training set of tagged 
sequences. The tagger part can tag new sequences. 

V. CREATING DATA FOR SUPERVISED LEARNING 

Morphological analyzer separates the root and affixes from 
the given word. Nowadays machine learning approaches are 
directly applied to all the natural language processing tasks. 
Machine learning approaches can be supervised or 
unsupervised. In supervised learning set of input and output 
examples are used for training. So, data creation plays the key 
role in supervised machine learning approaches. The first step 
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involved in the corpora development for morphological 
analyzer is classifying paradigms for verbs and nouns. The 
classification of Tamil verbs and nouns are based on tense 
markers and case markers respectively. Each paradigm will 
inflect with the same set of inflections. The second step is to 
collect the list of root words for all paradigms.  

A. Paradigm Classification  

Paradigm provides information about all possible word forms 
of a root word in a particular word class. Tamil noun and verb 
paradigm classification is done based on its case and tense 
markers respectively. Number of paradigms for each word 
class (noun/verb) is defined. In Tamil there are 32 paradigms 
for verb and 25 for noun [12]. “Table III”, shows the number 
of paradigms and inflections of verb and noun which we 
handled. WO-AUX means count of the verb forms without 
auxiliaries and clitics and WO-PP means, count of the noun 
forms without postposition inflections. Total represents the 
total number of inflections that we have handled in this 
analyzer system. Verb and noun paradigm list is shown in 
“Fig. 1” and “Fig. 2”. 

TABLE III.  NUMBER OF PARADIGMS AND INFLECTIONS 

     No. of 
Paradigms 

No.  of  Inflections 
WO-AUX WO-PP Total 

Verb 
32 95 -- 1884 

Noun 
25 -- 30 325 

 

 

Figure 1.    Verb Paradigms 

 
Figure 2.   Noun Paradigms 

B. Preprosessing  

Preprocessing is an important step in data creation. It is 
involved in training stage as well as decoding stage. “Fig. 3” 
explains the preprocessing steps involved in the development 
of corpora. Morphological corpus which is used for machine 
learning is developed by following steps. 

 
1) Romanization  

These data are converted to Romanized forms using the 
Unicode to Roman mapping file. Romanization is done for 
easy computational processing. In Tamil, syllable exists as a 
single character, where we cannot separate vowel and 
consonant.  

2) Segmentation  
After Romanization each and every word in the corpora is 

segmented based on the Tamil grapheme and additionally each 
syllable in the corresponding word is further segmented into 
consonants and vowels. To the segmented syllable postfix “–
C” and “–V” to the consonant and vowel respectively. It is 
named as C-V representation i.e. Consonant – Vowel 
representation. In the output data morpheme boundaries are 
indicated by “*” symbol. 

3) Alignment and mapping  
The segmented words are aligned vertically as segments 

using the gap between them. And the input segments are 
consequently mapped with output segments. Sample data 
format is given in the “Table IV”. .First column represents the 
input data and the second one represents output data.”*” 
indicates the morpheme boundaries.  

TABLE IV.  SAMPLE TRAINING DATA FORMAT 

I/P O/P 

p-C p 

a-V a 

d-C d 

i-V i* 

th th 

th-C th* 

A-V A 

n n* 
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4) Mapping Mismatch segments  
It is the key problem which occurred in mapping the input 

characters with output characters. Mismatching occurs in two 
cases i.e., either the input units are larger or smaller than that of 
the output units. The mismatching problem is solved by 
inserting null symbol “$” or combining two units based on the 
morph-syntactic rules to the output data. And the input 
segments are mapped with output segments. After mapping 
machine learning tool is used for training the data. 

Case 1: 

 Input Sequence: 

P-C | a-V | d-C | i-V | k | k-C | a-V | y-C | i-V | y-C  

|a-V | l-C | u-V | m         (14 segments) 

Mismatched Labels: 

p | a | d |  i* | k | k | a* | i | y | a | l* | u | m*   
          (13 segments) 

Corrected labels: 

p | a | d |  i* | k | k | a* | $ | i | y | a | l* | u | m*   

               (14 segments) 

In case 1 input sequence is having more number of 
segments than the output sequence. Tamil verb padikkayiyalum 
is having 14 segments in input sequence but in output only 13 
segments are present. The second occurrence of “y” in the input 
sequence becomes null due to the morpho syntactic rule. So 
there is no segment to map with “y”. For this reason, in training 
data “y” is mapped with “$” symbol (“$” indicates null).Now 
the input and the output segments are equalized. 

Case 2: 

Input Sequence: 

O | d-C | i-V | n-C | A-V | n       (6 segments) 

Mismatched Labels: 

O  |  d  |  u*  |  i | n* | A  |  n          (7 segments) 

Corrected labels: 

O  |  du*  |  i | n* | A  |  n   (6 segments) 

In case 2 the input sequence is having less number of 
segments than the output sequence. Tamil verb OdinAn is 
having 6 segments in input sequence but output has 7 
segments. Using morpho syntactic rule the segment “d-C” in 
the input sequence is mapped to two segments “d” &”’u*” in 
output sequence. For this reason, in training “d-C” is mapped 
with “du*”.Now the input and the output segments are 
equalized and thus the problem of sequence mismatching is 
solved.  

 

 

 

 

 

 

Figure 3.   Preprocessing Steps 

VI. IMPLEMENATATION OF MORPHOLOGICAL ANALYZER 

Using the machine learning approach the morphological 
analyzer for Tamil is developed. We have developed separate 
engines for noun and verb. Noun morphological analyzer can 
handle nouns and proper nouns. The verb analyzer handles all 
the verb forms like finite, infinite and auxiliary forms. 
Morphological analyzer is redefined as a classification task. 
Classification problem is solved by using the Support Vector 
Machine. In this machine learning approach two training 
models are created for morphological analyzer. These two 
models are represented as model-I (segmentation model) and 
model-II (morpho-syntactic tagging model) [8].  

First model is trained using the sequence of input characters 
and their corresponding output labels. This trained model-I is 
used for finding the morpheme boundaries. Second model is 
trained using sequence of morphemes and their grammatical 
categories. This trained model-II is used for assigning 
grammatical classes to each morpheme. 

“Fig. 4” explains the three phases involved in the process of 
morphological analyzer. 

 Pre-processing. 
 Morpheme Segmentation. 
 Morpho syntactic tagging. 

A. Preprocessing 

The word that has to be morphologically analyzed is given 
as the input to the pre-processing phase. The word primarily 
undergoes Romanization process. The romanized word is 
segmented based on Tamil graphemes. Tamil grapheme 
consists of vowel, consonant and syllable, are further processed 
for syllable identification. The identified syllable is broke up 
into vowel and consonant. To these consonant and vowel, –C 
and –V are suffixed. 
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B. Segmentation of Morpheme  

Preprocessed words are segmented into morpheme 
according to their morpheme boundary. The input sequence is 
given to the trained model-I. The trained model predicts each 
label to the input segments.  

C. Identifying Morpheme 

 The Segmented morphemes are given to the trained model-
II. It predicts grammatical categories to the segmented 
morphemes. The system has been trained to give multiple 
outputs, to handle the compound words. 

 

                  Input         :  பᾊத்தான் 
 

 

 

 

 

 

 

 

 
 

      பᾊ <VERB_ROOT> 

        Output      :                   த்த்  <PAST_TENSE> 

              ஆன்   <3SM> 

Figure 4.  Implementaion Stages 

VII. SYSTEM ESTIMATION 

Efficiency of the system is compared in this section. 
Various machine learning tools are also compared using the 
same morphologically annotated data, of which SVM based 
tool holds good. The system accuracy is estimated at various 
levels, which are briefly discussed below. 

A. Training Data Vs Accuracy 

In “Fig. 5”, X axis represents training data and Y axis 
represents accuracy. From the graph, it is found that 
Morphological Analyzer accuracy is increases with increase in 
proportion of training data size. Calculate the accuracy for 
training data from 30k to 130k. The accuracy increases rapidly.     

 

Figure 5.  Training data Vs Accuracy 

B. Tagged and Untagged Accuracies 

In the sequence based morphological system, output is 
obtained in two different stages using the trained models. First 
stage takes a sequence of character as input and gives 
untagged morphemes as output using the trained model-I. It is 
also represent as morpheme identification. In second stage, 
these morphemes are tagged using trained model-II. 
Accuracies of the untagged and tagged morphemes for verbs 
and noun are shown in the “Table V”. 
 

TABLE V.  TAGGED VS UNTAGGED ACCURACIES 

Accuracy Verb Noun 

Untagged(Model-I) 93.56% 94.34%  

Tagged(Model-II) 91.73% 92.2 % 

C. Recall-Precision and F score 

Recall, precision and F-score are obtained with testing data 
set. The system was tested with two different test data sets 
which are data already available in training set and data not 
available in training set. These accuracies are represented 
recall and precision respectively. F-score was also calculated 
using recall and precision values. These accuracies are given 
in the “Table VI”. The formula for calculating F-score is given 
bellow. 
   F-Score= 2PR/(P+R) 
 

TABLE VI.  RECALL-PRECISION F-SCORE 

 Category Recall (R) Precision (P) F-Score 

Verb 96.35% 90.43% 93.3% 

Noun 97.26% 91.01%  94.03% 

D. Word level and Character level Accuracies 

Accuracies are compared with word level as well as 
character level. Two thousand three hundred verb data and one 
thousand seven hundred and fifty noun data are taken 
randomly from POS Tagged corpus for testing the system 
[7].”Table VII” shows the number of words as well as the 
characters in the whole testing data set. 
 

TABLE VII.  NUMBER OF WORDS AND CHARACTERS 

Category 
VERB NOUN 

Words Characters Words Characters 

Testing data 2300 20627 1750 10534 

Predicted correctly 2071 19089 1639 9645 

 
“Table VIII” shows the accuracies at word and character level. 
These accuracies are calculated using the trained model-I for 
the tested data size given in “Table VII”.. 
 
Word level accuracy =Number of words spitted correctly/Total 
number of words in Testing set 
Character level accuracy =Number of characters tagged 
correctly/Total number of characters in Testing set 

SEGMENTING 
MORPHEME 

IDENTIFYING 
MORPHEME 

PREPROCESSING 
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TABLE VIII.  WORD AND CHARACTER LEVEL ACCURACIES 

Accuracy Verb Noun 

Word Level 90.0% 91.5% 

Character level 92.5% 93.6% 

E. Compare SVM with MBT and CRF 

 
1) Memory Based Tagger (MBT) 

 MBT is implemented using the memory-based learning 
software package TiMBL. Memory-Based Tagging is an 
approach to POS Tagging based on Memory-Based Learning 
(MBL). As an adaptation and extension of the classical k-
Nearest Neighbor (k-NN) approach to statistical pattern 
classification, MBL has proven to be successful in a large 
number of tasks in natural language processing [6]. Here MBT 
is used for morphological analyzer implementation. 

2) CRF++ 
 It is simple, customizable, and open source implementation 

of Conditional Random Fields (CRFs) for segmenting/labeling 
sequential data [15]. CRF++ is designed for generic purpose 
and will be applied to a variety of NLP tasks, such as Named 
Entity Recognition, Information Extraction and Text Chunking. 
Here morphological analyzer data is adapted and given to 
CRF++ for classification. 

The number of possible input segments is 72 and possible 
output labels are 70.The morphological analyzer system for 
verb and noun are trained with 130,000 and 70,000 words 
respectively. This system is also tested with 40,000 verbs and 
30,000 nouns from an Amrita POS Tagged corpus [7]. The 
SVM based machine learning tool produced better results 
compare to MBT and CRF++. Training time is very less in 
MBT compare to SVM and CRF++. But in testing SVM holds 
good. The Morphological Analyzer results are evaluated and 
compared in “Table IX”. The output which was incorrect is 
noticed and its corresponding input and output labels are added 
in the training file and trained again. This increases the 
efficiency of the system. This is the main advantage of using 
machine learning approach to rule based approach. 

 

TABLE IX.  ACCURACIES OF DIFFERENT TOOLS 

MODEL CRF++ MBT SVMTOOL 

Accuracy (F-Score) 89.72% 90.38% 93.65% 

Training time High Low Medium 

Testing time Medium Medium High 

VIII. GUI FOR MORPHOLOGICAL ANALYZER 

Graphical user interface have been created for 
Morphological Analyzer using Net beans has compatibility 
with both Linux and Windows. Screenshot of our GUI is 
shown in “Fig.6”. The GUI that we have created for Tamil 
morphological analyzer is simple and portable. As the user 
types the Tamil word (in Unicode format) into the input box 
and select weather the given word is noun or verb, system gives 
morphologically analyzed output in the output box. This can be 

done through already trained models. Perl language is used for 
preprocessing the input data. Complex and ambiguous words 
are handled by using multiple outputs.  

 

Figure 6.   Graphical User Interface 

IX. CONCLUSION AND FUTURE WORK 

This paper has described the morphological analyzer based 
on the new and state of the art machine learning approaches. 
We have demonstrated a new methodology adopted for the 
preparation of the data which was used for the machine 
learning approaches. We have not used any morpheme 
dictionary but from the training model our system has 
identified the morpheme boundaries. The accuracy obtained 
from the different machine learning tools shows that SVM 
based machine learning tool gives better result than other 
machine learning tools. A GUI to enhance the user friendliness 
of the morphological analyzer engine was also developed using 
Java Net Beans. We are also implemented the same 
methodology for other Dravidian languages like Malayalam, 
Telugu, and Kannada. Preliminary experimentation gave 
promising results. We are confident that the proposed method 
is general enough to be applied for any language. 
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