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Abstract— The research in the literature on the design of image 
security by using Arithmetic Coding and Advanced Encryption 
Standard. Arithmetic Coding offers extremely high coding 
efficiency and it provides little or no security as traditionally 
implemented. We present a modified scheme that offers both 
security and compression of images. The system utilizes an 
Arithmetic Coder and Advanced Encryption Standard in 
which the overall length within the range allocated to each 
symbol is preserved. The overall system provides simultaneous 
compression and encryption with negligible coding efficiency 
by accelerated hardware implementations.  
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I. INTRODUCTION 

 
The advances in communication technology and the 

growth of computer presser possessing power and storage, 
the difficulties in ensuring Defense data as well as 
individuals privacy become increasingly challenging. The 
degrees to which individuals appreciate privacy differ from 
one to another. Various methods have been investigated and 
developed to protect data and personal privacy. Encryption is 
probably the most obvious one[4]. Encryption involves 
applying special mathematical algorithms and keys to 
transform digital data into cipher code before they are 
transmitted and decryption involves the application of 
mathematical algorithms and keys to get back the original 
data from cipher code, scientific community have seen 
strong interest in image transmission. However, illegal data 
or image access has become more easy and prevalent in 
wireless and general communication networks[5]. 
Information privacy becomes a challenging issue. In order to 
protect valuable data or image from undesirable readers, data 
or image encryption / decryption is essential, Furthermore. 

For reliable communications, channel coding is often 
employed. As such in this paper, a scheme based on 
encryption and channel coding has been proposed for secure 
data transmission over channels[1].  

 

Arithmetic Coding is the most powerful technique for 
statically loss less encoding. A message is coded as a real 
number in an interval from 1 to 0 for data. Arithmetic 
Coding typically has a better compression ratio, as it 
produces a single symbol rather than several separate code 
words.  Although AC offers high efficiency in coding, it 
provides less or no security as conventionally implemented. 

II.DESCRIPTION 

 
  Arithmetic Coding has been developed extensively 
since its introduction several decades ago and is notable for 
offering extremely high coding efficiency. While many 
earlier-generation image and video coding standards such as 
JPEG, H.263, and MPEG-2 relied heavily on Huffman 
Coding for the entropy coding steps in compression, recent 
generation standards including JPEG2000 and H.264 utilize 
arithmetic coding. This has led to increased interest in 
arithmetic coding both in the context of image coding and 
also more generally for other applications. While 
Arithmetic Coding is extremely efficient, the issue of 
providing both security and compression simultaneously is 
growing more important and is given the increasing ubiquity 
of compressed image files in host applications of Defense, 
Internet and digital cameras and the common desire to 
provide security in association with these files. When both 
security and compression are sought, one approach is to 
simply use Arithmetic Coder (AC) in combining with 
Advanced Encryption Standard (AES).  
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A survey on image encryption techniques had eight remarks, 
which are listed below[13]: 
 

 Permutation-only image and video encryption 
schemes are generally insecure against known 
and chosen-plaintext attacks. 

 Secret permutation is not a prerequisite 

 Cipher-text feedback is very useful for 
enhancing the security 

 Cipher-text feedback can be enhanced further if 
combined with permutation 

 Combining a simple stream cipher and a simple 
block cipher can help improve security 

 The diffusion methods used in most chaos-based 
encryption schemes are too slow 

 Selective encryption may provide enough 
security given the dependencies between the 
unencrypted and encrypted data 

 A recommendation to use a slow, but stronger, 
cipher to encrypt selective data and fast, but 
weaker, cipher to encrypt the remaining data 

           

Arithmetic Coding not provides security in the face of a 
chosen-plaintext attack, in which an attacker has the ability 
to specify a sequence of input symbols and observe the 
corresponding output, and to repeat this process, an arbitrary 
number of times. The present work aims to provide an AC 
system that is secure against a chosen plaintext attack by 
applying AES After Arithmetic Coder. A scheme that offers 
both compression and encryption is designed to achieve both 
security and compression. The system utilizes an Arithmetic 
Coder in which the overall length within the range [0,1) of 
real numbers for the data. 

The overall system provides compression and encryption, 
with negligible coding efficiency penalty relative to a 
traditional Arithmetic Coder. The system consists of a first 
coding and encryption step applied to the bits produced by 
encryption. At the Resaving side decryption and decoding of 
the image. 

 

 

 

 

 

In the first step compressed with Arithmetic Coding so as 
to transmit the image using the shortest possible memory and 
encryption of the image encryption and decryption 
algorithms based on Advanced Encryption Standard. 

 

III.ARITHEMATIC CODING 

 
Unlike the variable-length codes, Arithmetic Coding 

generates single code word. i.e Arithmetic Coder does not 
generate code words one-to-one correspondence between 
source symbols and code words. Instead, an entire sequence 
of source symbols is assigned a single Arithmetic Code 
word. 

The code word lies between interval of real numbers 0 
and 1[1]. As the number of symbols in the input increases, 
the interval used to represent it becomes smaller and the 
number of bits required to represent the interval becomes 
larger[17]. Each symbol of the message reduces the size of 
the interval in accordance with the probability of occurrence.   

Arithmetic Coding Encoder: 

 
BEGIN 

Low_Val = 0.0; High_Val = 1.0; range = 1.0; 

 

while (byte_symbol != nTerminator) 

{ 

get (byte_symbol); 

 

Low_Val  = Low_Val  + Symbol_Range * 
Symbol_Range_low(byte_symbol); 

High_Val  = Low_Val  + Symbol_Range * 

IMAGE  
BUFFER 

IMAGE  
BUFFER 

ARITHMETIC 
CODER

AES 
ENCRYPTER

ARITHMETIC 
DECODER

AES 
DECRYPTER

Figure 1. Block diagram of image transmission and reception scheme 
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Symbol_Range_high(byte_symbol); 

 

Symbol_Range = High_Val  – Low_Val ; 

 

} 

Output a code so that Low_Val  <= code < High_Val ; 

END 

 

 

Figure 2. Restricting the interval using Arithmetic Coder 

 

Arithmetic Coding Decoder: 
 
BEGIN 

get encoded value = value(code); 
 
Do 
{ 
 
 find a byte_symbol s so 
that  
 
Symbol_Range_low(s) 
<= value < 
Symbol_Range_high(s); 
 
Output s; 
 
High_Val  = 
Symbol_Range_high(s); 
 

Symbil_Range = High_Val  -              
Low_Val ; 

 

value = [value - Low_Val ] / Symbol_Range; 

} 

Until byte_symbol s is a nTerminator 

 

END 

IV.AES ALGORITHM 

 
Rijndael is a block cipher  developed by Joan Daemen 

and Vincent Rijmen. The algorithm is flexible in supporting 
any combination of data and key size of 128, 192, and 256 
bits[2]. However, AES merely allows a 128 bit data length 
that can be divided into four basic operation blocks. These 
blocks operate on array of bytes and organized as a 4×4 
matrix that is called the state[3]. For full encryption, the data 
is passed through Nr rounds (Nr = 10, 12, 14) .These rounds 
are governed by the following transformations[14]: 

 

1) Byte sub transformation: Is a non linear byte 
Substitution, using a substation table (s-box), 
which is constructed by multiplicative inverse 
and Affine Transformation. 

2) Shift rows transformation: Is a simple byte 
transposition, the bytes in the last three rows of 
the state are cyclically shifted; the offset of the 
left shift varies from one to three bytes[11]. 

3) Mix columns transformation: Is equivalent to a 
matrix multiplication of columns of the states. 
Each column vector is multiplied by a fixed 
matrix. It should be noted that the bytes are 
treated as polynomials rather than numbers. 

4) Add round key transformation: Is a simple XOR 
between the working state and the round key. 
This transformation is its own inverse. 

Figure3a: diagram of AES encryption algorithm 
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 Expansion Key: 

 
With AES encryption, the secret key is known to both the 

sender and the receiver.  The AES algorithm remains secure, 
the key cannot be determined by any known means, even if 
an eavesdropper knows the plaintext and the cipher text[5].   
The AES algorithms is designed to use one of three key sizes 
(Nk).  AES-128, AES-196 and AES-256 use 128 bit (16 
bytes, 4 words), 196 bit (24 bytes, 6 words) and 256 bit   (32 
bytes, 8 words) key sizes respectively.   These keys, unlike 
DES, have no known weaknesses.   All key values are 
equally secured thus no value will render one encryption 
more vulnerable than another.  The keys are then expanded 
via a key expansion routine for use in the AES cipher 
algorithm[9].  This key expansion routine can be performed 
all at once or ‘on the fly’ calculating words as they are 
needed. 

 

Figure3b: diagram of AES decryption algorithm 

Strengths: 

 AES is extremely fast compared to other block 
ciphers.  (Though there are tradeoff between size 
and speed)[13] 

 The round transformation is parallel by design.  
This is important in dedicated hardware as it allows 
even faster execution. 

 AES was designed to be amenable to pipelining. 
 The cipher does not use arithmetic operations so 

has no bias towards big or little endian 
architectures. 

 AES is fully self-supporting.  Does not use S-
Boxes of other ciphers, bits from Rand tables, 
digits of  or any other such jokes.  (Their quote, 
not mine)[16] 

 
 

 AES is not based on obscure or not well-
understood processes. 

 The tight cipher and simple design does not leave 
enough room to hide a trap door. 

                                                    V. RESULTS 

 

 
 

Fig 4a: Input Image 

 

 
Fig 4b: Encrypted Image 

 

                     
                        Fig 4c: Decrypted Image 

VI. CONCLUSIONS 

The system offers compression and security, illegal data 
or image access in wireless and fixed unreliable 
communication networks. The Advanced Encryption 
Standard. Offers the flexibility of allowing different key size 
128 bit, 192 bit and 256-bit key. Security based on the 
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various random key selections, different S-box and different 
and strong Transformations Thus; the algorithm provides 
many different flexible implementations. Arithmetic coding 
is extremely efficient, Arithmetic coding typically has a 
better compression ratio, as it produces a single symbol 
rather than several separate code words. 
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