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Abstract - In this paper the performance of over-
sampling methods such as SMOTE (Synthetic Minority 
Over-sampling Technique) and PCA (Principal 
Component Analysis) which are used for pre-
processing are applied for the Brain computer interface 
dataset. The pre-processed data is used for 
classification by SMO and Naïve Bayes. In the EEG 
recordings, the transient events are detected while 
predicting the conditions of Central Nervous System 
and are classified as epileptic spikes, muscle activity, 
eye blinking activity and sharp alpha activity. The Pre-
processing technique SMOTE is an over-sampling 
method which combines the informed over-sampling of 
minority class with random under-sampling of the 
majority class. Principal Component Analysis (PCA) is 
an exploratory data analysis technique. It involves a 
mathematical procedure which transforms a number of 
possibly correlated variables into smaller number of 
uncorrelated variables called Principal Components. It 
is mostly used as a tool in data analysis and for making 
predictive models. Based on the experimental results 
derived through SMOTE and PCA when they are 
applied to SMO and Naïve Bayes, it is concluded that 
PCA can be a better option since its performance 
improvement is better than that of SMOTE.  

Index terms – Synthetic Minority Over-Sampling 
Technique (SMOTE), Principal Component Analysis 
(PCA), Electro-encephalogram (EEG), Brain 
Computer Interface (BCI), Pre-processing. 

I. INTRODUCTION 

One of the fields which has developed over the 
few decades with the intent of exposing the internal brain 
states to the external world is Brian Computer Interface 
(BCI). It is a system that permits transformation of brain 
states to actions and overlooks the natural muscle 
pathways. A BCI system works by recording the brain 
signals and applying some machine learning algorithms to 
classify the brain state and performing a computer 
controlled action. Recording of brain signals is called 
Electro-encephalography. The EEG dataset [1] obtained 
from BCI is used for classification. The classification is 

done to make the dataset a balanced one. A dataset is 
imbalanced if the classes are not approximately equally 
represented. Here we apply SMO and Naïve Bayes for 
classification along with SMOTE and PCA individually to 
assess which sampling method improves the performance. 
In this paper the EEG data is explained in       section II. 
Section III explains how pre-processing is done using the 
pre-processing techniques. Section IV contains the 
classification techniques - Naïve Bayes and SMO. Section 
V exhibits the experimental results. 

II. EEG DATA 

In EEG (Electro-encephalogram) [2, 3] signals, 
there would be a cluster of features. It is vital to extract the 
useful features from them. Identifying and extracting good 
features from the signals is a crucial step in the design of 
BCI [6, 7] (Brain Computer Interface). It is to be noted that 
if the features extracted from EEG [4, 5, 6] are not relevant 
and the neuro-physiological signals employed are not well 
described, then the classification algorithm which will use 
such features will have trouble in identifying the class of 
these features, i.e., the mental state of the user. 
Consequently, the correct recognition rates of mental states 
will be very low, which will make the use of the interface 
that is not convenient or even impossible for the user.  

III. PREPROCESSING 

Sometimes it is not impossible to use raw signals 
as the input of the classification algorithm. It is 
recommended to select and extract good features so as to 
maximize the performance of the system by making  the 
task of the subsequent classification algorithm easier. 
According to some researchers, it is said that the choice of 
a good pre-processing and feature extraction method has 
more impact on the final performance rather than the 
selection of a good classification algorithm. Hence we 
employ two Pre-Processing methods SMOTE and PCA.  

A. Synthectic Minority Over Sampling Technique 
(SMOTE) 
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The SMOTE [11] is an over-sampling method which 
combines the informed over-sampling of minority class 
with random under-sampling of the majority class. The 
number of synthetic samples generated by SMOTE is fixed 
in advance, thus not allowing  any flexibility in the re-
balancing rate.   

(i) SMOTE Algorithm 

Algorithm SMOTE(T, N, k) 

Input: Number of minority class samples T; Amount of 
SMOTE N%; Number of nearest neighbours k 
Output: (N/100) * T synthetic minority class samples 
(If N is less than 100%, randomize the minority class 
samples as only a random percent of them will be 
SMOTEd.) 
   If N < 100 then randomize the T minority class samples 
         T = (N/100) T 
         N = 100 
    end if 
   N = (int) (N/100) (The amount of SMOTE is assumed to 
be in integral multiples of 100.) 
   k = Number of nearest neighbours 
        nattr = Number of attributes 
        Sample[ ][ ]: array for original minority class samples 
         newindex: keeps a count of number of synthetic 
samples   
         generated, initialized to 0 
         Synthetic[ ][ ]: array for synthetic samples 
(Compute k nearest neighbours for each minority class 
sample only.) 
         for i ← 1 to T 
          Compute k nearest neighbours for i, and save the 
indices in the nnarray 
           EEG(N, i, nnarray) 
           endfor 
EEG(N, i, nnarray) ( Function to generate the  synthetic 
samples.) 
        while N 6= 0 
           Choose a random number between 1 and k, call it 
nn. This step chooses one of the k nearest neighbours of i. 
          for attr ← 1 to nattr 
         Compute: dif = Sample[nnarray[nn]][attr] − 
                                  Sample[i][attr] 
          Compute: gap = random number between 0 and 1 

  Synthetic[newindex][attr] = Sample[i][attr] + 
gap  dif 
          endfor 
           newindex++ 
            N = N − 1 
        endwhile 
          return (End of EEG) 
End of Pseudo-Code. 

 

B. Principal Component Analysis (PCA) 

Principal Component Analysis is a linear transformation 
from a high dimensional data space to principal component 
feature space. It involves a mathematical procedure that 
transforms a number of possibly correlated variables into a 
smaller number of uncorrelated variables called Principal 
Components [8]. It is mostly used as a tool in exploratory 
data analysis and for making predictive models. PCA is 
useful for summarizing variables whose relationships are 
approximately linear or at least monotonic. It involves the 
calculation of the eigenvalue decomposition of a data 
covariance matrix or singular value decomposition of a 
data matrix, usually after mean centering the data for each 
attribute. 
PCA [9] is theoretically the optimal linear scheme, in 
terms of least mean square error, for compressing a set of 
high dimensional vectors into a set of lower dimensional 
vectors and then reconstructing the original set. It is a non-
parametric analysis and the answer is unique and 
independent of any hypothesis about data probability 
distribution. However, the latter two properties are 
regarded as weakness as well as strength, in that being 
non-parametric, no prior knowledge can be incorporated 
and that PCA compressions often incur loss of 
information. 
PCA [10] is mathematically defined as an orthogonal 
linear transformation that transforms the data to a new 
coordinate system such that the greatest variance by any 
projection of the data comes to lie on the first coordinate 
(called the first principal component), the second greatest 
variance on the second coordinate, and so on. PCA is 
theoretically the optimum transform for given data in least 
square terms. 

IV. CLASSIFICATION 

In this section the two classification techniques 
which have been used for classifying the EEG data are 
explained. The classification techniques are Naïve Bayes 
classifier and SMO. While extracting the feature, 
classification plays a vital role and hence a good 
classification technique must be deployed.  
A. NAÏVE BAYES CLASSIFIER 
 The Naïve Bayes classifier is [13, 14] known for its high 
efficiency and generalization ability. It has the advantage 
of good classification accuracy and is used widely in 
several domains. The Naïve Bayes classifier contains 
structure and parameters. It has star like structure as shown 
in the figure 1. 
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Figure 1: The structure Naïve bayes Classifier 

The classifier has a conditional model over a dependent 
variable C over a dependent class variable C with a small 
number of outcomes or classes, conditional on several 
feature variables F1 through Fn. Using Bayes theorem the 
classifier model is formulated as 

      p(C | F1,…, Fn) = p(C) p(F1,…, Fn | C) 
      ----------------------- . 
         p(F1,…, Fn) 
The Naïve Bayes classifier estimation includes parameter 
estimation of class and which is otherwise called prior 
probability estimation and conditional probability or 
density estimation. Since the classifier has high efficiency 
the EEG data have been classified using this technique. 
After the classification SMOTE and PCA are applied with 
this classifier to yield efficiency in classification. Once the 
SMOTE and PCA are applied with the Naïve Bayes 
separately the performance in the classification is 
observed. 
B. SMO (Sequential Minimal Optimization) 

SMO [13] is one of the well known classification 
techniques that are used in data mining. With this classifier 
also SMOTE and PCA are applied to see the performance 
in the classification. A notable feature of SMO is that it is 
very easy to implement, much faster and has better scaling 
properties. 

 
V. EXPERIMENTAL RESULT 

Naïve Bayes 
Percentage of Correctly Classified Instances                   
43.45 % 
Percentage of Incorrectly Classified Instances                 
56.54 % 
SMO 
Percentage of Correctly Classified Instances                   
52.97 % 
Percentage of Incorrectly Classified Instances                
47.02 % 
Naïve Bayes classification with SMOTE sampling 
Percentage of Correctly Classified Instances                   
60.71 % 
Percentage of Incorrectly Classified Instances                 
39.28 % 
SMO Classification with SMOTE sampling 

Percentage of Correctly Classified Instances                    
64.28 % 
Percentage of Incorrectly Classified Instances                  
35.71 % 
Naïve Bayes Classification with Principal components 
sampling 
Percentage of Correctly Classified Instances                     
64.28% 
Percentage of Incorrectly Classified Instances                  
35.71 % 
SMO  Classification with Principal components 
sampling 
Percentage of Correctly Classified Instances                    
67.85% 
Percentage of Incorrectly Classified Instances                  
32.14 % 

COMPARISON OF SMOTE & PCA
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VI. CONCLUSION 

Based on the experimental results derived through SMOTE 
and PCA it is concluded that the performance 
improvement of PCA is better than SMOTE. It can be 
concluded that classification of data can be improved 
significantly to identify the rare events from the datasets 
by using PCA rather than the SMOTE for BCI dataset. 
However more investigation needs to be carried out for 
other related BCI dataset. 
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