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Abstract 

The segmentation accuracy of Roman cursive characters, 
especially touched characters, is essential for the high 
performance of Optical Character Recognition Systems. 
This paper presents a new approach for non-linear 
segmentation of multiple touched Roman cursive characters 
based on genetic algorithm. Initially, a possible 
segmentation zone is detected and then best segmentation 
path is evolved by genetic algorithm. The initial population 
is composed of each point column in possible segmentation 
zone. The individual coding, fitness function, crossover 
operator and mutation operator are also defined for this task. 
Experimental results on a test set extracted on the IAM 
benchmark database exhibit high segmentation accuracy up 
to 89.76%. Proposed approach can handle some complex 
types of touched cursive characters without special heuristic 
rules and recognition.  

1. Introduction 

Invent of modern technologies has brought significant 
changes in cursive handwriting. Touched character 
segmentation is a current issue for optical character 
recognition (OCR) systems. Although literature is replete 
with many character segmentation techniques, however their 
feasibility is for machine printed, hand printed and well 
written cursive script only. All these techniques fail for 
touched cursive handwritten character segmentation [1].  In 
this regard a detailed review can be viewed in [2-5]. On the 
other hand, character segmentation has two main strategies: 
linear and non-linear character segmentations. In linear 
segmentation simple vertical segmentation is performed. 
Consequently, either characters are deprived from their 
discriminative parts or get extra. Thus, it increases 
misclassification rate at later stage [10]. The nonlinear 
segmentation has the edge of finding the segmentation path.  

In this regards, few work is reported in the literature. 
Ventzislav [6] introduces critical concave points (CP) to 
determine cutting candidate points. Afterward, all possible 
cutting points are verified using robust classifier to 
determine the segmented characters correctly recognize or 
misclassified. Although, experiments are conducted on 
printed characters, yet, authors claim accuracy of their 

method for hand-printed. However, detection of all critical 
concave points and contour tracing is time consuming. In 
addition, concave up-turned and down-turned are only 
suitable for single touching. Hence, it fails for long touching 
where concaves don’t exists and multiple touching that 
consist of holes rather concave. 

A recognition-based segmentation with help of contour and 
projection analysis is performed in [7]. To determine type of 
input image: single or string numerals, single-numeral 
classifier is adopted from [8]. Further processing is 
conducted for string numerals consists of more than one 
numeral. Candidate segmentation points are generated from 
corner point of contour and horizontal projection. Finally, 
the optimal segmentation result can be obtained according to 
the maximum a posterior (MAP) criterion with an imbedded 
classifier. Recently, touched Chinese characters are 
segmented using background thinning and fuzzy rules [9]. 
Additionally, an enhancement for segmentation of two 
Roman touched cursive handwritten characters is proposed 
in [1]. According to the authors, touching pairs can be 
divided into three regions (i.e left, right and middle region) 
and these regions acquire unique characteristics. By using 
self organizing map (SOM) the touching parts are identified 
based on their characteristics. However, the technique just 
identifies touching points and performs linear segmentation. 
Hence the segmented characters are deprived from their 
discriminative parts or get additional parts that increases 
misclassification rate.  

Accordingly, this paper presents a nonlinear segmentation 
algorithm for cursive touched characters based on genetic 
algorithm. The paper is further organized into three sections. 
Section II presents detailed picture of the proposed 
technique. Experimental results are reported in Section III 
and finally, conclusion is drawn in Section IV. 

2. Proposed Touched Character Segmentation Approach   

This section elaborates proposed strategy for touched 
character segmentation based on genetic algorithm. 
Accordingly, the methodology composed of preprocessing, 
possible segmentation zone detection and non-linear 
segmentation of touched characters based on genetic 
algorithm. 

ISSN : 0975-3397 2167



Tanzila Saba et. al. / (IJCSE) International Journal on Computer Science and Engineering 
Vol. 02, No. 06, 2010, 2167-2172 

2.1 Preprocessing. 

More than two touching handwritten characters are rare 
therefore; two touched characters are extracted from IAM 
forms scanned in grayscale format. However, prior to 

character segmentation, digital images are binarized using 
Otsu method [11]. Additionally, core-region is detected to 
avoid ascenders and descenders of the overlapped characters 
[12]. Figure 1 exhibits preprocessing results. 

 

 

Figure 1: Preprocessing results 

2.2 Possible Segmentation Zone Detection  

Possible segmentation zone (PSZ) is defined as an area that 
occupies the segmentation path between the touching 
boundaries of the characters. In this research, possible 

segmentation zone is detected using vertical projection 
profile. Based on the experiments, the possible segmentation 
zone is evaluated to lie between two peaks in the vertical 
projection presented in Figure 2. 

 

 

Figure 2: Possible segmentation zone detection 

2.3 Non-linear Segmentation of Touched Characters 
Based on Genetic Algorithm 

In binarized image, the possible segmentation zone (PSZ) is 
point array sorted by X co-ordinates.  Therefore, every 
column of points in possible segmentation zone is regarded 
as segmentation path. However, this point array cannot 

perform non-linear segmentation. Therefore, genetic 
algorithm is employed to assists segmentation process.  

Genetic algorithms are the most popular stochastic 
algorithms that use adaptive optimization criteria inspired 
by the genetic processes of biological organisms. This 
simulation has brought success for many real world 
problems particularly where heuristic solutions generally 
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lead to unsatisfactory results. Genetic algorithms use initial 
population, selection, crossover, mutation and fitness 
function [13]. In this research, binary representation of 
image is used for GA training such that each gene has the 
value of either 0 or 1.  The initial population consists of all 
point columns in the possible segmentation zone. Following 
selection of points in each point column, crossover operator, 
mutation operator and fitness function are defined. Finally, 
genetic algorithm is applied to evaluate the initial population 
to find out non-linear segmentation path in the possible 
segmentation zone. Accordingly, several generations are 
performed to evaluate the individuals with maximum fitness 
value. In this research, 50 generations are found enough to 
find out individuals with maximum fitness value. Finally, 
the individuals with maximum fitness value are connected to 
develop non-linear segmentation path.  

2.3.1 Initial Population 

The GA starts by creating initial population that is 
composed of individuals [14]. The number of individuals is 
the population size. In this research, all point columns in the 
possible segmentation zone represent individuals. Therefore, 
initial population consists of all point columns in the 
possible segmentation zone. Hence the individual coding is 
represented as below. 

ሺଵሺݔଵ, ,ଵሻݕ ଶ൯ݕ   ,ଶݔଶ൫ … … … ,ݔሺ  ሻሻ-------------- (i)ݕ

In equation (i),  ሺݔ, ݅ , ሻݕ ൌ 1 … . ݊, represents individual 
point in the possible segmentation zone. All points are 
sorted by X-coordinate in descending order and stored in an 
array. This sorted array serves as initial population for 
genetic algorithm (GA). 

2.3.2. Selection Operator and Fitness Function 

The key problems in the GA are the selection of fitness 
function and selection operator. The selection operator is 
used to select chromosomes called parents to generate new 
chromosomes called offspring. The selection of the fitness 
function is the critical problem, as it precisely quantifies the 
quality of the candidate solution [15]. Additionally, a fitness 
function is a designed function that enables the 
chromosomes to solve problem accurately. Therefore, 
inaccurate selection of the fitness function affects 
performance of the GA negatively [16]. The fitness function 
assigns an evaluation value to each individual in the 
population. Finally, based on these evaluation values, 
selection operator operates to select the best ones.  

There are different selection approaches such as Roulette 
wheel selection, Rank selection, tournament selection, 
Gaussian selection and Elitism. In this research, Gaussian 
fitness selection is adopted as below. 
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Here, D is the dimension of the feature vector and ݔ 
represents the feature vector of each individual point. M 
represents Gaussian component size set to 8 experimentally. 
Μ ,ௗ  is the ݄݀ݐ element of average vector ߤ . Similarly, 
,ௗߪ  represents  ݄݀ݐ  element of the standard deviation 
vector. ܿ is the Gaussian component weight.  

The feature vector is used to perform non-linear 
segmentation in the specific feature space. Finally, feature 
vector is taken as input vector in the fitness function to 
evaluate every path. In this research, six features are 
employed in the feature vector detailed below.  

F1: The first feature represents ratio between the widths of 
the two segmented components. 

F2: The second feature represents ratio between the heights 
of the two segmented components. 

F3: The Third feature represents ratio between the widths to 
height for the two segmented components 

F4: The fourth feature is the ratio between the counts of 
black pixels on the segmentation path and the width of 
the image. 

F5: The fifth feature is the aspect ratio of the each 
segmented part. 

F6: The sixth feature is X-coordinate covariance. It is used 
to compute the X-coordinate covariance of all points on the 
segmentation path. 

Hence, the feature vector is composed of six features which 
are manipulated to get the fitness value by the selected 
fitness function. 

2.3.3 The Crossover Operator 

Crossover operator is a key operator in genetic algorithm. It 
occurs with user specified crossover probability  that 
ranges from 0.4 to 0.8 [17]. There are four types of 
crossover operators: single point crossover, two point 
crossover, uniform crossover and arithmetic crossover. In 
this research, two point crossover operator is used to 
construct segmentation path with  ൌ 0.4  set 
experimentally. Accordingly, in the possible segmentation 
zone, two points crossover operator is implemented to select 
two positions randomly. Middle points of the parents are 
crossed to generate two new offspring. For example, 
consider two parents A and B with the following 
specifications. 
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Parent A= 11001010 

Parent B= 01110011 

Offspring A= 11110010 

Offspring B=  01001011 

2.3.4 The Mutation Operator 

The mutation operator is applied after the crossover operator 
in order to search new area/path in the search space 
(possible segmentation zone). Additionally, it operates as 
background operator and adds diversity to the initial 
population of chromosome. Mutation probability is problem 
dependent and typically it is from 0.1 to 0.3[18]. In this 
research piece mutation is applied as the mutation operator. 
The length of the mutation operator is defined as below. 

௨௧௧݄ݐ݈݃݊݁ ൌ ሺ0.1~0.3ሻ ݁ݑ݈ܽݒ כ  (iii)----------ݓ 

In equation (iii), value is the mutation value selected 
randomly in the range between 0.1 to 0.3. ݓ is the character 
width derived heuristically. Mutation operator points are 
selected from zero to ݓ. Finally, X-coordinates are limited 
within the possible segmentation zone. The mutation 
operation is exhibited in the Figure 3. 

 

Figure 3: The 8 bit mutation operator 

3. Results and Discussion  

Touch characters in cursive handwriting is a special case 
and therefore, there is no benchmark database for touched 
cursive script. However, to perform training and testing of 
GA, touched characters are identified and extracted from 

IAM benchmark database [19]. IAM benchmark database is 
publicly available and meanwhile has been used by several 
research groups [20]. Five hundred writers have contributed 
their handwriting in this database, consisting of 1500 pages 
of scanned text, 10,000 isolated and labeled text lines and 
100,000 isolated and labeled cursive script words. All text is 
scanned in grayscale format at 300 dpi. For experimentation, 
450 touched characters are extracted while the test set 
consists of 150 touched characters. Few extracted touched 
cursive characters are presented in Figure 4. 

 

 

Figure 4: Cursive touched characters extracted from IAM benchmark 
database [19]. 

In order to avoid the possible variation occurred due to 
randomness of the genetic algorithm , its training and testing 
is repeated seven times [17]. Finally, average segmentation 
accuracy on training set and testing set is counted to 
evaluate the performance of our proposed segmentation 
algorithm. In our experiment, the number of evolutional 
generations is empirically set to 45, the crossover 
probability set to 0.3, and the mutation probability set to 
0.05. The proposed approach attains touched character 
segmentation accuracy on test set up to 89.76%. Training 
and testing results are tabulated in Table 1. 

 

Table 1: Touched character segmentation accuracy based on GA 

 1 2 3 4 5 6 7 Mean 
Train 92.75% 93.10% 92.83% 92.71% 92.49% 93.07% 93.12% 92.86% 
Test 87.10% 88.52% 89.01% 90.11% 90.75% 91.03% 91.84% 89.76% 

 

Relationship between number of generations and fitness 
function is demonstrated in Figure 5. It is evaluated that 
despite of an increase in the number of generations, fitness 
function is stable.   
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Figure 5: Relationship between number of generation and fitness value. 

Finally, some segmentation results are presented in Figure 6. 
Accordingly, non-linear segmentation of multiple touching 
cursive characters is performed successfully. It is very hard 
to compare segmentation accuracy with others in the 
literature due to different dataset used, experimental setup 
and so on. However, for the sake of evolution of the 
proposed approach a few comparisons are detailed. These 

comparisons are selected as they are relevant and latest in 
the state of the arts.   

Background and foreground analysis is performed for 
touched character segmentation [21]. Additionally, different 
heuristic rules are applied to character image of different 
touching types, which complicates the segmentation 
algorithm and cannot cover all touching situations. 
Additionally, all experiments are performed on touched 
numeric and 96% segmentation accuracy is claimed. Self 
organizing feature map is applied to identify touching 
position of two touched characters [1]. However, no 
segmentation path is evaluated. In the proposed approach, 
following fitness function evaluation, all touching types are 
handled using relatively simple algorithm without any 
heuristic rules. Moreover, proposed method can identify 
correct nonlinear segmentation path for some types of 
touching character that were not included in the training set. 
In few cases due to incorrect detection of possible 
segmentation zone, proposed algorithm could not identify 
the correct segmentation path. Additionally, its speed is 
slow. Few failure results are exhibited in Figure 7. However, 
the overall efficiency is good.  

     

 

Figure 6: Touched character segmentation based on GA 

 

Figure 7:  Inaccurate character segmentation  
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4. Conclusion 

Correct segmentation of touched characters is mandatory for 
their successful recognition. Accordingly, this paper has 
presented a new algorithm for cursive handwritten touched 
character segmentation based on genetic algorithm. The 
algorithm handles successfully single and multi touching 
characters. Proposed algorithm searches within the search 
area only that makes its search narrow and fast. Finally, 
genetic algorithm produces non-linear segmentation path 
based on its training. Additionally, different parameters 
related with GA such as individual coding, initial 
population, crossover operator, mutation operator and 
fitness function are also explained. The promising 
experimental results are achieved up to 89.76% 
segmentation accuracy on test set without using special 
heuristic rules. This technique can be implemented for 
touched character segmentation of different languages 
provided that fitness function is trained on relevant dataset. 
However, due to the randomness in genetic algorithm, its 
speed is slow. Moreover, this algorithm can segment two 
touching characters only. In future research efforts will be 
carried out for more than two touched handwritten 
characters segmentation. The proposed approach will be 
optimized by proposing new parameters such as individual 
coding, fitness function etc and training as the future 
research. Finally, the proposed approach will be applied to 
different datasets to increase its validity. 
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