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Abstract— In this paper, we proposed a Power Saving 
Scheme (PSS) multi-hop sensor network using partition 
clusters. It avoids collision and idle listening time of sensor 
nodes for better overall network life time. The basic sensor 
nodes are simple and have limited power supplies, whereas 
the cluster head nodes are much more powerful and have 
many more power supplies, which organize sensors around 
them into clusters. Such two-layered heterogeneous sensor 
networks have better scalability and lower overall cost than 
homogeneous sensor networks.  It is proposed that using 
polling to collect data from sensors to the cluster head since 
polling can prolong network life by avoiding collisions and 
reducing the idle listening time of sensors .The proposal 
focus on finding energy-efficient and collision-free polling 
schedules in a multi-hop cluster. To reduce energy 
consumption in idle listening, a schedule is optimal if it uses 
the minimum time. It also considers dividing a cluster into 
sectors and using multiple non overlapping frequency 
channels to further reduce the idle listening time of sensor. 
We conducted simulations on the NS-2 simulator and the 
results show that our polling scheme can reduce the active 
time of sensors by a significant amount while sustaining 100 
percent throughput. 

Key Words—Wireless sensor networks, Clusters, Polling, 
Multi hop Polling, Scheduling. 

1    INTRODUCTION 

A wireless sensor network (WSN) is a wireless network 
consisting of spatially distributed autonomous devices using 
sensors to cooperatively monitor physical or environmental 
conditions, such as temperature, sound, vibration, pressure, 
motion or pollutants, at different locations. The development 
of wireless sensor networks was originally motivated by 
military applications such as battlefield surveillance. 
However, wireless sensor networks are now used in many 
industrial and civilian application areas, including industrial 
process monitoring and control, machine health monitoring, 
environment and habitat monitoring, healthcare applications, 
home automation, and traffic control. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.1: Architecture of sensor node 

    The applications for WSNs are many and varied, but 
typically involve some kind of monitoring, tracking, and 
controlling. Specific applications for WSNs include habitat 
monitoring, object tracking, nuclear reactor control, fire 
detection, and traffic monitoring. In a typical application, a 
WSN is scattered in a region where it is meant to collect data 
through its sensor nodes. A number of WSN deployments 
have been done in the past in the context of environmental 
monitoring. A sensor node, also known as a 'mote', is a node 
in a wireless sensor network that is capable of performing 
some processing, gathering sensory information and 
communicating with other connected nodes in the network. 
      The main components of a sensor node as seen from the 
figure are microcontroller, transceiver, external memory, 
power source and one or more sensors. Microcontroller 
performs tasks, processes data and controls the functionality 
of other components in the sensor node. Other alternatives 
that can be used as a controller are: General purpose 
desktop, Microprocessor, Digital signal processors, Field 
Programmable Gate Array and Application-specific 
integrated circuit. Microcontrollers are most suitable choice 
for sensor node. Each of the four choices has their own 
advantages and disadvantages. Microcontrollers are the best 
choices for embedded systems. The figure 1 shows the 
architecture of sensor node. 
 
      In general purpose microprocessor the power 
consumption is more than the microcontroller, therefore it is 
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not a suitable choice for sensor node From an energy 
perspective, the most relevant kinds of memory are on-chip 
memory of a microcontroller and FLASH memory off-chip 
RAM is rarely if ever used. Flash memories are used due to 
its cost and storage capacity. Memory requirements are very 
much application dependent. Two categories of memory 
based on the purpose of storage a) User memory used for 
storing application related or personal data. b) Program 
memory used for programming the device. This memory 
also contains identification data of the device if any. Power 
consumption in the sensor node is for the Sensing, 
Communication and Data Processing. More energy is 
required for data communication in sensors. 
       Energy expenditure is less for sensing and data 
processing. The energy cost of transmitting 1 Kb a distance 
of 100 m is approximately the same as that for the executing 
3 million instructions by 100 million instructions per 
second/W processor. Power is stored either in Batteries or 
Capacitors. Batteries are the main source of power supply 
for sensor nodes. Namely two types of batteries used are 
chargeable and non-rechargeable. They are also classified 
according to electrochemical is the material used for 
electrode such as NiCd (nickel-cadmium), NiZn (nickel-
zinc), Nimh (nickel metal hydride), and Lithium-Ion. 
Current sensors are developed which are able to renew their 
energy from solar, thermo generator, or vibration energy.  

The rest of the paper is organized as follows. Section 2 
summarizes related work. Section 3 investigates the 
performance of cluster operations. Section 4 gives the sim-
ulation results. Finally, Section 5 concludes the paper. 

2. RELATED WORK 

Adopting hierarchies in sensor networks has been considered 
in many works in the literature; see, for example, [4], [14], 
[24], [28], [35]. However, these works typically consider a 
homogeneous sensor network, where all nodes are identical, 
and focus on protocols for cluster forming and cluster head 
selection. In this paper, we consider a heterogeneous sensor 
network, where nodes are different, and mainly focus on the 
operations inside a cluster. We consider a heterogeneous sensor 
network because it has the advantages mentioned in the 
previous section, whereas a homogeneous network, although it 
can be more robust in case of node failure, may have a higher 
cost since every sensor can potentially be elected as the cluster 
head and, thus, more transmitting and storage capabilities are 
needed in every sensor. Also, note that cluster head selection is 
not needed in a heterogeneous network since there are nodes 
specifically designed as cluster head nodes. 

Heterogeneous sensor networks have been considered in [12], 
[21], [22], [23]; however, these works typically assume that 
sensors use contention-based MAC protocols for media access, 
whereas we use polling to improve energy efficiency. 
Recognizing the need to reduce the idle listening time to 
prolong battery life, Ye et al. [9] introduced a new contention-
based MAC layer protocol called SMAC in which sensors 
can enter the sleep mode periodically to save energy. 

However, as will be seen in the simulations section of this 
paper, in SMAC, the energy spent in idle listening is still quite 
significant as compared to the polling scheme we propose. 
     Polling in wireless networks have long been studied and 
used, for example, the 802.11 PCF and the Bluetooth network. 
These networks are one-hop networks, that is, the master node 
can reach the slave nodes with one hop and vice versa. Polling in 
one-hop networks is simple, where the master polls one slave at a 
time and the slave immediately reply in the next time slot. One-
hop networks can also use Time Division Multiplexing (TDMA), 
where each node is given a unique time slot for data 
transmission. In this paper, we consider multihop networks in 
which sensors have to relay packets for other sensors due to the 
low transmission power of sensors.  
      Existing scheme uses heterogeneous sensor network, in 
which basic sensors are simple and perform the sensing task 
and second is cluster head, which are more powerful and 
focus on communications and computations. Cluster head 
organizes the basic sensors around it into a cluster. Sensors 
only send their data to the cluster head and the cluster head 
carries out the long-range inter cluster communications. The 
message sent by a cluster head can be received directly by 
all sensors in the cluster as considered in [1], [5]. 
       Message sent by a sensor have to be relayed by other 
sensors, to travel multiple hops, to reach the cluster head. 
Transmission ranges of the basic sensors are short due to 
their limited power supply. Transmission range of the cluster 
head can be much longer since it has a far richer or even 
replaceable power supply. Cluster heads communicate with 
each other by organizing themselves into wireless network 
consisting of only the cluster head nodes which is the second 
layer of the sensor network. Existing work on wireless ad 
hoc networks is applied to the second-layer network.   
Drawbacks of Existing system are i) Active time is longer in 
a larger cluster than in a smaller cluster. ii) More power 
consumption. iii) Inter-cluster interference. The proposed 
systems are  
Cluster Partitioning 
      Two-layered heterogeneous sensor networks are partition 
into clusters and the cluster head controls all sensors in a 
cluster. An energy efficient design within a cluster will 
improve the lifetime of a cluster as considered in [4],[3]. 
Deploy polling mode to collect data from sensors instead of 
letting sensors send data randomly for less energy 
consumption. It provides collision-free polling in a multi-
hop cluster and it reduces energy consumption in idle 
listening [6], by presenting an optimal schedule. 
Sector Partitioning 
      Active time is longer in a larger cluster than in a smaller 
cluster. This leads us  further to consider partitioning a 
cluster into smaller sector and letting each sectors wake up 
and do data transmission in turn to reduce the active time of 
sensors. Note that, since sectors can be considered as small 
clusters, their routing and polling mechanisms are same as 
for the clusters[2].Advantages of Proposed system are i) 
Avoids collision and minimizes idle listening time ii) 
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Further increases the life-time of the sensor network. 

3. CLUSTER OPERATIONS 

     In this section, we describe how the sensor network is 
organized and operated. Throughout this paper, we will use S 
to denote a sensor and t to denote a cluster head. We will 
assume that no node can send and receive at the same time and 
one node can send or receive at most one packet at a time. The 
figure 2 shows the two layered sensor network. 

Deployment 
     In heterogeneous sensor networks, the basic sensors can be 
deployed randomly as in homogeneous sensor networks. The 
cluster heads, on the other hand, should be more carefully 
deployed to make sure all basic sensors are covered, that is, 
each sensor can hear from at least one cluster head. However, 
since the number of cluster heads is small, their best locations 
can be found within a reasonable amount of time and they can 
even increase their transmission power to cover remote 
sensors. 
      The problem of sending packets from sensors to a single 
sink node with energy constraints has been studied. 
However, the difference between our work and those is 
profound. First, assume that data should be gathered by a 
data-forwarding tree, that a tree is not the best structure for 
data gathering applications. The best structure can be found 
by running a network flow algorithm, which is what we will 
adopt in our work. Second, in essence, focus on traffic 
routing, whereas we consider both traffic routing and media 
access control. The various modules involved in this process 
are as follows, i)Multi-hop heterogeneous sensor networks 
ii)Partitioning sensor network into clusters iii)Deploying 
polling scheme in clusters iv) Performance metrics 
 Multi-hop heterogeneous sensor network 
      In a heterogeneous sensor network, where nodes are 
mainly focus on the operations inside a cluster. Cluster head 
selection is not needed in a heterogeneous network since 
there are nodes specifically designed as cluster head nodes. 
Heterogeneous sensor networks recognize the need to reduce 
the idle listening time to prolong battery life. In 
heterogeneous sensor networks, the basic sensors can be 
deployed randomly. 
       The figure 3 shows the formation of clusters.The 
cluster heads are more carefully deployed to make sure all 
basic sensors are covered, that is, each sensor can hear from 
at least one cluster head. Number of cluster heads is small, 
Best locations are found within a reasonable amount of time 
and increase their transmission power to cover remote 
sensors. 

 
 
 

  
  Figure 2 Two layered sensor network 
 

Partitioning sensor network into clusters 
  Initially, the sensor network should be partitioned 
into clusters. In a heterogeneous network of cluster partition 
cluster head know which sensors are in its cluster and letting 
the sensors know to which cluster they belong. Operation 
within a cluster is more essential for cluster partition. 
Assume that cluster heads and sensors know their locations. 
First, based on the IDs given to them, the cluster heads will 
broadcast a message containing their location information in 
turn, the cluster head with the lowest ID first. This is done 
within a reasonable amount of time since the number of 
cluster head nodes is relatively small. Each sensor will then 
make a list of cluster heads it has heard from, whose 
messages have been correctly received by the sensor, 
according to the received signal strength (largest signal 
strength first). After this, each sensor will know to which 
cluster it may belong and will choose the cluster head at the 
top of the list as its preferred cluster head. Then, in turn, the 
cluster head starts the “discovering process,” in a way much 
like a Breadth-First Search. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Formation of clusters 
 
 Deploying polling scheme in clusters 
         Polling scheme in heterogeneous sensor networks for 
such applications is to reduce power consumption. In polling 
packet sending is completely controlled by a central 
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controller, which, is the cluster head.The cluster head sends 
out polling messages to poll sensors and only the polled 
sensors can send packets. Since the cluster head has full 
control of the cluster, energy wasting can be minimized as 
the cluster head can ensure that no collision and overhearing 
will occur and no control packets needed from the sensors. 
The cluster head find a good polling schedule to collect data 
as fast as possible to reduce idle listening and prolong the 
lives of sensors.  
 
Performance Metrics 
Effects of Dividing a Cluster into Sectors 
        Analyze lifetime of a cluster both when divided into 
sectors and when not divided into sectors, while sustaining 
100 percent throughput, and the lifetime ratio. By dividing a 
cluster into sectors, the sensor lifetime will always increase. 
Larger clusters can be divided into more sectors, the increase 
in lifetime is greater for larger clusters. 
 
Percentage of Active Time 
        The major goal of our polling scheme is to reduce the 
active time of sensors. The percentage of active time is 
needed to ensure that all packets are received by the cluster 
head, (number of sensors in a cluster ranges from 10 to 100 
and the data generating rate ranges from 10 to 80 Bps.) 
When the number of sensors increases or when the data 
generating rate increases, the active time of sensors will 
increase to ensure packet delivery. Under a certain data 
generating rate, there is a maximum size of a cluster above 
which packets will be lost. Size of a cluster should be 
carefully chosen such that no packets are lost and sensors 
can also enjoy long sleeping time. 
  
Sector Formation 
     The lifetime of a cluster, both when divided into sectors 
and when not divided into sectors, while sustaining 100 
percent throughput and the lifetime ratio of the former over 
the latter. It can be seen that the ratio is always larger than 1, 
which means that, by dividing a cluster into sectors, the 
sensor lifetime will always increase. Also, because usually 
larger clusters can be divided into more sectors, the increase 
in lifetime is greater for larger clusters. 
  
Deployment of Cluster head 
       In heterogeneous sensor networks, the basic sensors can 
be deployed randomly as in homogeneous sensor networks. 
The cluster heads, on the other hand, should be more 
carefully deployed to make sure all basic sensors are 
covered, that is, each sensor can hear from at least one 
cluster head. However, since the number of cluster heads is 
small, their best locations can be found within a reasonable 
amount of time and they can even increase their transmission 
power to cover remote sensors. 
  
Delivering Message 
     The message sent by a cluster head can be received 

directly by all sensors in the cluster, whereas the message 
sent by a sensor may have to be relayed by other sensors, 
that is, to travel multiple hops, to reach the cluster head. This 
is because the transmission ranges of the basic sensors are 
short due to their limited power supply, whereas the 
transmission range of the cluster head can be much longer 
since it has a far richer or even replaceable power supply. 
Also, the cluster heads can communicate with each other by 
organizing themselves into a wireless network consisting of 
only the cluster head nodes, which will be referred to as the 
second layer of the sensor network. 

 
Route Maintenance
      The cluster head will fail to get a data packet after 
polling a sensor, only if all sensors in the relaying path have 
no packet to send. Since the number of packets in the 
sensors can be arbitrary, the cluster head may not be able to 
guarantee that it can get a packet after polling a  
sensor. Therefore, to optimize the operations in the first 
phase, it is reasonable to consider the problem of finding and 
a polling schedule such that the first phase can be finished in 
minimum time. However, it is not hard to see that this 
problem is still NP-hard because, clearly, in the TSRF must 
be the sensors in the second level and the problem reduces to 
finding a minimum time polling schedule in a TSRF, which  
has been proven to be NP-hard. We therefore propose 
solving the problem in two steps, that is, breaking the 
problem of jointly finding and the polling schedule into two 
sub-problems and solving them one by one, where the first 
sub-problem is to find and the second  
sub-problem is to find a polling schedule after has been 
given. Since the second sub-problem can be solved by the 
polling algorithm as follows.  
 
Polling Algorithm: 
Input    :  The list of polling requests.  
Output:   Polling schedule. 
 
While the request list is not empty 
 if a packet has been received  
 delete the request for this packet 
 end if 
 if a packet expected to arrive has not been received 
 Set the request for this packet to active 
 end if 
while TRUE 
 Grant an active request if it does not cause collision 
 Mark this request as idle. 
 break from the loop if no request can be granted. 
 end while 
 Wait until next time slot. 
 end while                                     

4. SIMULATION RESULTS 

Network simulator 2 is used as the simulation tool in this 
work. NS was chosen as the simulator partly because of the 
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range of features it provides and partly because it has an 
open source code that can be modified and extended.  

We have simulated this experiment using NS-2 simulator. 
The figure 4 shows the creation of Multi hop heterogeneous 
wireless sensor network environment. The figure 5 shows 
the cluster formation. The figure 6 shows the 
implementation of polling scheme. Mobility and routing 
algorithm was simulated and method shown in figure 5. The 
power control scheme is simulated in figure 6. The figure 7 
shows the sector information. The figure 8 shows the 
simulation between Numbers of nodes with power 
consumption. Here we take 50,000 nodes. The existing 
system consumes 1.4500. The Proposed system consumes 
0.8000. It shows that 10 % of power is saved. We have done 
a simulation between the numbers of nodes versus life time 
of sensors.  

The result is presented in the figure 9. Here also 
improvement in power saving. In this, we consider 50,000 
nodes; the life time by the existing system was 8.00000. But 
in the present system are 9.00000. It represents 10% 
improvement in life time. In figure 10, the analysis between 
the numbers of nodes and the throughput by the nodes. We 
take assume that 50,000 nodes. Existing system produce 
1.10000. But in the present systems produce 1.45000. Here 
also 20 % improvements in throughput. 

 

Fig4. Multi-hop heterogeneous sensor network 

 

Fig5. Cluster formation 

 

Fig6. Implementation of polling scheme 

 

Fig7. Sector formation 

 

Fig.8 Comparison of No. of nodes with power 
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Fig9.  Comparison of No. of .nodes with lifetime of sensors 

 
Fig10.  Comparison of number of nodes with throughput 

 
5. CONCLUSION 

The network is partitioned into clusters and a 
powerful cluster head controls all sensors in a cluster. 
Further each cluster is partitioned into Sectors. The main 
focus is on the energy efficient design within a cluster and 
sector to prolong network lifetime. The proposal used 
polling to collect data from sensors instead of letting sensors 
send data randomly, so that less energy is consumed. The 
simulation results show that the problem of finding a 
contention-free polling schedule, which uses the minimum 
time, is complex and then gave a fast online algorithm to 
solve it approximately. The simulations are conducted on the 
NS-2 simulator and the results show that the polling scheme 
used achieves nearly 100 percent throughput, while reducing 
the active time of sensors by a significant amount. The 
network lifetime can be further improved by using multiple 
non-overlapping frequency channels. When the number of 
frequency channels keeps on increasing, the percentage of 
active time can always be reduced. 

 REFERENCES 

[1] D. Aguayo, J. Bicket, S. Biswas, G. Judd, and R. Morris, "Link-Level 
Measurements from an 802.11b Mesh Network," Proc. ACM SIGCOMM, 
2004. 

[2] D. Tse and P. Viswanath, Fundamentals of Wireless 
Communication.Cambridge Univ. Press, 2005. 

[3] Woo and D.E. Culler, "A Transmission Control Scheme for Media 
Access in Sensor Networks," Proc. ACM MobiCom, 2001. 

[4] W. Heinzelman, A. Chandrakasan, and H. Balakrishnan, "Energy-
Efficient Communication  Protocols  for Wireless  Microsensor 
Networks," Proc. 33rd Ann. Hawaii Int'l  Conf. System Sciences, 2000. 

[5] J.H. Chang and L. Tassiulas, "Energy Conserving Routing in 
Wireless Ad-Hoc Networks," Proc. IEEE INFOCOM, 2000.  

[6] Amis, R. Prakash, D. Huynh, and T. Vuong, "Max-Min D-Cluster 
Formation in Wireless Ad Hoc Networks," Proc. IEEE INFOCOM, 
2000.  

[7] Y.-D. Lin and Y.-C. Hsu, "Multihop Cellular: A New  Architecture for 
Wireless Comm.," Proc. IEEE INFOCOM, 2000. 

[8] S. Banerjee and S. KhullerA, "Clustering Scheme for  Hierarchical 
Control in Multi-Hop Wireless Networks," Proc.  IEEE INFOCOM, 2001. 

[9] W. Ye, J. Heidemann, and D. Estrin, "An Energy-Efficient MAC 
Protocol for Wireless Sensor Networks," Proc. IEEE INFOCOM, 2002.  

[10] V. Raghunathan, C. Schurgers, S. Park, and M.B. Srivastava, 
"Energy-Aware Wireless Microsensor Networks," IEEE Signal 
Processing Magazine, vol. 19, no. 2,  pp. 40-50, 2002. 

[11] V. Kawadia and P. Kumar, "Power Control and Clustering in Ad 
Hoc Networks," Proc. IEEE INFOCOM, 2003. 

[12] J. Chou, D. Petrovic, and K. Ramchandran, "A Distributed and 
Adaptive  Signal  Processing  Approach  to Reducing  Energy 
Consumption in Sensor Networks," Proc. IEEE INFOCOM, 2003. 

[13] Bogdanov, E. Maneva, and S. Riesenfeld, "Power-A ware  Base Station 
Positioning for Sensor Networks," Proc. IEEE INFOCOM, 2004. 

[14] O. Younis and S. Fahmy, "Distributed Clustering in Ad-Hoc Sensor 
Networks: A Hybrid, Energy-Efficient Approach," Proc. IEEE 
INFOCOM, 2004. 

[15] D.B. West, Introduction to Graph Theory. Prentice Hall, 1996.  
[16] X. Hong, M. Gerla, H. Wang, and L. Clare, "Load Balanced, 

Energy-Aware Communications for Mars Sensor Networks," Proc. IEEE 
Aerospace Conf., 2002.  

[17] W. Hu, N. Bulusu, and S. Jha, "A Communication Paradigm for Hybrid 
Sensor/Actuator Networks," Proc. 15th Ann. IEEE Conf. Personal, 
Indoor and Mobile Radio Comm., 2004.  

[18] P. Gupta and P.R. Kumar, "The Capacity of Wireless Networks,"IEEE 
Trans. Information Theory, vol. 46, no. 2, pp. 388-404, 2000.  

[19] C. Florens, M. Franceschetti, and R.J. McEliece, "Lower Bounds on Data 
Collection Time in Sensory Networks," IEEE J. Selected Areas in Comm., 
vol. 22, no. 6, pp. 1110-1120, 2004. 

[20] "The Network Simulator—NS-2," http://www.isi.edu/nsnam/ns/, 
2007.  

[21] M. Yavis, N. Kushalnagar, H. Singh, A. Rangarajan, Y. Liu, and S.Singh, 
"Exploiting Heterogeneity in Sensor  Networks," Proc. IEEE INFOCOM, 
2005.  

[22] V.P. Mhatre, C. Rosenberg, D. Kofman, R. Mazumdar, and N.Shroff, 
"A Minimum Cost Heterogeneous Sensor Network with a Lifetime 
Constraint," IEEE Trans. Mobile Computing, vol. 4, no. 1,pp. 4-15, 
Jan./Feb. 2005.  

[23] S. Rhee et al., "Techniques for Minimizing Power Consumption in Low 
Data-Rate Wireless Sensor Networks," Proc. IEEE Wireless Comm. and 
Networking Conf., 2004. 

[24] S. Bandyopadhyay and E.J. Coyle, "An Energy Efficient Hierarchical 
Clustering Algorithm for Wireless Sensor Networks,"Proc. IEEE 
INFOCOM, 2003.  

[25] W.-P. Chen, J.C.  Hou, and L.  Sha,  "Dynamic Clustering for 
Acoustic Target Tracking in Wireless Sensor Networks," IEEE Trans. 
Mobile Computing, vol. 3, no. 3, pp. 258-271, July-Sept. 2004. 

[26] C.  Intanagonwiwat,  R.  Govindan,  and  D.  Estrin,   "Directed 
Diffusion: A Scalable and Robust Communication Paradigm for Sensor 
Networks," Proc. ACM MobiCom, 2000. 

[27] Y. Xu, J. Heidemann, and D. Estrin, "Geography-Informed Energy 
Conservation for Ad Hoc Routing," Proc. ACM MobiCom, 2001. 

[28] F. Ye, H. Luo, J. Cheng, S. Lu, and L. Zhang, "A Two-Tier Data 

ISSN : 0975-3397 1971



S. Anandamurugan et. al. / (IJCSE) International Journal on Computer Science and Engineering 
Vol. 02, No. 06, 2010, 1966-1972 

 

Dissemination Model for Large-Scale Wireless Sensor Networks,"Proc. 
ACM MobiCom, Sept. 2002. 

[29] M. Bhardwaj and A. Chandrakasan, "Bounding the Lifetime of Sensor 
Networks via Optimal Role Assignments," Proc. IEEE INFOCOM, 
2002.  

[30] D.M.  Blough and  P.  Santi,  "Investigating Upper Bounds on 
Network Lifetime Extension for Cell-Based Energy Conservation 
Techniques  in  Stationary Ad Hoc Networks," Proc.  ACM 
MobiCom, 2002. 

 
AUTHORS 
 
C.Venkatesh, M.E., Ph.D., 
Dean, Faculty of Engineering, 
EBET Group of Institutions 
Nathakadaiyur- 638 108, 
Tirupur District, Tamil Nadu 

Dr. C. Venkatesh, graduated in ECE from Kongu 
Engineering College in the year 1988, obtained his master 
degree in Applied Electronics from Coimbatore Institute of 
Technology, Coimbatore in the year 1990. He was awarded 
Ph D in ECE from Jawaharlal Nehru Technological 
University, Hyderabad in 2007. He has a credit of two 
decade of experience which includes around 3 years in 
industry.  
 
He has 16 years of teaching experience during tenure he was 
awarded Best Teacher Award twice.  He was the founder 
Principal of Surya Engineering College, Erode. He is 
guiding 10 Ph.D., research scholars. He is a Member of 
IEEE, CSI, ISTE and Fellow IETE. He has Published 13 
papers in International and National Level Journals and 50 
Papers in International and National Level conferences. His 
area of interest includes Soft Computing, Sensor Networks 
and communication. 

 
S.Anandamurugan.,M.E., (Ph.D)., 
Senior Lecturer, CSE, 
Kongu Engineering College,  
Perundurai, Erode-638 052, India. 
Email: valasuanand@yahoo.com 
 
He obtained his Bachelors degree in Electrical 
andElectronics Engineering from “Maharaja engineering 
College - Avinashi” under Bharathiyar university and 
Masters Degree in Computer Science and Engineering 
from “Arulmigu Kalasalingam College of Engineering – 
Krishnan Koil” under Madurai Kamaraj University. He 
is currently doing research in Wireless Sensor Networks 
under Anna University, Coimbatore. He is a life 
member of ISTE [LM 28254]. He presented 10 papers 
in National and International Conferences. He has 
published 30 books.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

ISSN : 0975-3397 1972




