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Abstract—A mixer of printed and handwritten numerals may 
appear in a single document such as application forms, postal 
mail, and official documents. The process of identifying of such 
mixed numerals and sending it to respective OCRs is a complex 
task.  In this paper, we present a novel method for recognition of 
printed and hand written isolated Kannada numerals using single 
OCR system. Printed/hand written Kannada numeral is scan 
converted to binary image and normalized to a size of 40 x 40 
pixels. The boundary of the numeral is traced and chain code of 
the image is determined. These codes are represented in a 
complex plane and 10 dimensional Fourier descriptors are 
computed that form the feature vector. The 10 dimensional 
Fourier descriptors are input to multi-class SVM classifier to 
recognize the numeral class. The proposed algorithm is 
experimented on 5000 numeral images consisting of handwritten 
and printed numerals, each of size 2500. The experiment is 
carried using five-fold cross validation method and yielded 
recognition accuracy of 97.76%. 
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I.  INTRODUCTION  

The recognition of machine printed and handwritten 
numerals has been the subject of much attention in pattern 
recognition because of its number of applications such as bank 
check processing, interpretation of ID numbers, vehicle 
registration numbers and pin codes for mail sorting. The 
performance of character/digit recognition mainly depends on 
the feature extraction method and the classifier used for 
labeling the digits.  For feature extraction of character 
recognition, various approaches have been proposed in [1].   
An excellent review on different kinds of features and 
classifiers used for digit recognition is reported in [2]. The 
features include chain code feature, gradient feature, profile 
structure feature, and peripheral direction contributivity. The 
classifiers include the k-nearest neighbor classifier, three 
neural classifiers, a learning vector quantization classifier, a 
discriminative learning quadratic discriminant function 
(DLQDF) classifier, and two support vector classifiers 
(SVCs). A review on applications of character recognition 
techniques, methodologies in character recognition, research 
work in character recognition and some practical OCRs is 
reported in [3].   

The task of classification is to partition the feature space 
into regions corresponding to source classes or assign class 
confidences to each location in the feature space. Statistical 

techniques, neural networks, and more recently support vector 
machine (SVM) have been widely used for classification due 
to the implementation efficiency [4-7].  

Among studies on Indian scripts, most of the pieces of 
existing work are concerned about Devanagari and Bangla 
script characters and digits. Some studies are reported on the 
recognition of other languages like Telugu, Malayalam, and 
Kannada. Structural and topological feature based tree 
classifier and neural network classifiers are mainly used for 
the recognition of Indian scripts [8]. An overview of OCR 
research in Indian scripts is reported in [9]. Hanmandlu M, 
M.Hafizuddin, M Yusuf and V K Madasu [10] have proposed 
a fuzzy based approach to recognition of multi-font numerals. 
The preprocessed numeral image is partitioned in to fixed 
number of sub images called boxes and normalized vector 
distance of foreground pixels are computed and used as 
features. Multi-font numeral recognition without thinning 
based on directional density of pixels is reported in [11]. The 
outer densities of pixels for each of the direction are computed 
in four directions viz. bottom, top, left and right. The ratios of 
these densities are taken with the total area of the cropped 
numeral image and are used as features. Dinesh Acharya U, N 
V Subbareddy and Krishnamoorthy [12] have used 10-
segment string concept, water reservoir, horizontal and 
vertical strokes, and end points as features and k-means to 
classify the Kannada handwritten numerals. Using Image 
fusion method recognition of Kannada handwritten numerals 
is reported in [13]. In this method, 64 dimensional features, 
represented as 8x8 pattern matrices, are used to classify the 
handwritten Kannada numerals using nearest neighbor 
classifier. U. Pal, T. Wakabayashi, N. Sharma and F. Kimura 
[14] have proposed a modified quadratic classifier based 
scheme towards the recognition of off-line handwritten 
numerals of six popular Indian scripts. The features used in the 
classifier are obtained from the directional information of 
contour points of the numerals. Rajput and Mali [15] have 
proposed an efficient method for recognition of isolated 
Devanagari handwritten numerals based on Fourier 
descriptors. The 64 dimensional Fourier descriptors invariant 
to translation, scaling, and rotation are fed to SVM classifier 
for recognition.     

 
In multilingual country like India, it is common that many 

documents consist of both printed  and  handwritten characters  
 
 

ISSN : 0975-3397 1622



G.G. Rajput et. al. / (IJCSE) International Journal on Computer Science and Engineering 
Vol. 02, No. 05, 2010, 1622-1626 

 

 
Figure 1. Sample document containing handwritten  

and printed numerals in Kannada  

and numerals. Mixture of printed and handwritten character 
and numerals in Indian context usually appears in a single 
document such as applications forms, postal mail, office 
letters, etc. Example is given in figure 1. To the best of our 
knowledge, there has been very little work related to 
recognition of both printed and handwritten numerals in Indian 
scripts [16]. This motivated us to work towards recognition of 
handwritten and printed mixed numerals. Chain code of the 
numeral image is computed and the first 10 Fourier descriptors 
are obtained from the chain code. SVM classifier is used for 
recognition of test numerals. To validate the proposed method, 
we have chosen numerals of Kannada script, one of the major 
scripts in South India. The rest of the paper is described as 
follows. Description of the proposed method is presented in 
section 3. Experimental results are discussed in section 3 and 
conclusion is given in section 4. 

II. PROPOSED METHOD 

A. Data Collection and Preprocessing 

The Kannada language is one of the four major south 
Indian languages. The Kannada alphabet consists of 16 vowels 
and 36 consonants. Vowels and consonants are combined to 
form composite letters. Writing style in the script is from left 
to right. Further, there are about as many stress marks as there 
are base characters. Stress marks (vothus) modify the base 
characters and are appendages. The script also includes 10 
different symbols representing the ten numerals of the decimal 
number system. Fig. 1 presents a listing of the symbols used in 
Kannada script for the numbers from zero to nine. A brief 
description of data collection is given below. 

Printed numerals come in multi-font styles and sizes. To 
create the database of printed numerals, multi-font style and 
multi size numerals were chosen from Nudi 3.0 and Baraha 
8.0 Kannada software packages. Numerals of 10 different 
font-styles namely BRH kasturi, BRH vijaya, Nudi Akshara-
01, Nudi Akshara-02, Nudi Akshara-03, Nudi Akshara-04, 
Nudi Akshara-05, Nudi Akshara-07, Nudi Akshara-09, Nudi B 
Akshara and BRH Amerikannada of 10 different font sizes 14, 
16,  18,  20,  22,  24,  26,  28,  36, 48,  and 72  were  collected. 
Few numeral images from printed Kannada documents were 
also added. A total of 2500 Kannada machine printed 

numerals were obtained and stored as data set. Sample images 
of printed numerals are shown in Fig. 3.  
 

 
 

Figure 2. Kannada numerals 0 to 9 

 

Figure 3. Printed Kannada numerals 0 to 9 of  
different font style and size 

Handwritten numerals usually come in various sizes, 
shapes and fonts. The database of totally unconstrained 
handwritten Kannada numerals has been created. Writers were 
chosen from schools, colleges and professionals and the 
purpose of numeral collection was not disclosed to them. The 
collected documents were scanned using HP flatbed scanner 
which yield low noise good quality gray scale images. It is 
ensured that the skew introduced during the document 
scanning is negligible and hence ignored. A total of 2500 
handwritten Kannada numerals were obtained and stored as 
data set. A sample image of scanned document is shown in 
figure 4. 

 

 
Figure 4. Handwritten Kannada numerals 

 

B. Preprocessing 

The first step in preprocessing is to binarize the numeral 
images (printed and hand written) so that the numeral images 
have pixel values 0 and 1. A thresholding application has to be 
performed on scanned gray scale images. Otsu’s method [17] 
has been used for the purpose of selecting the threshold and 
binarizing the gray scale images, so that resulting image has 0 
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as background pixels and 1 as foreground pixels. The noise in 
the image is removed using morphological erode and dilate 
operations. Further, the spike effect along the boundary of the 
numerals, due to thrersholding operation, is eliminated using 
spurring operation [17]. A bounding box is then fitted over the 
numeral and the numeral is extracted. To bring uniformity 
among all the numerals, the numerals are normalized to a 
window size of 40x40 pixels. The 40x40 size of the window is 
selected due to the fact that the handwritten and printed 
numerals collected of various sizes will fall around this size. A 
total of 5000 numeral images representing Kannada machine 
printed and handwritten numerals, 0 to 9, respectively, are 
obtained and stored as data set. Each numeral image represents 
a numeral (binary 1) that is unconstrained, isolated and clearly 
discriminated from the background (binary 0). The block 
diagram of preprocessing step is shown in the Fig. 5.  
 

Figure 4. Handwritten Kannada numerals 0 to 9 

 
Figure 5. Block diagram of Preprocessing 

C. Feature Extraction 

Descriptors are some set of numbers that are produced to 
describe a given shape. The shape may not be entirely 
reconstructable from the descriptors, but the descriptors for 
different shapes should be different enough that the shapes can 
be discriminated. We have used Fourier descriptors, computed 
from the chain code of the numeral boundary, as features to 
identify the class label of the numerals. A brief description of 
these shape descriptors is given below. 

1) Chain code: One of the ways to encode the contour or 
boundary by a connected sequence of straight line segments of 
specified length and direction is Chain code [17]. The chain 
code representation is based upon the work of Freeman. We 
follow the contour in a clockwise manner and keep track of the 
directions as we go from one contour pixel to the next. The 
codes associated with eight possible directions are the chain 
codes and, with x as the current contour pixel position, the 
codes are generally defined as:  

   3   2   1  
Chain Codes =     4   x   0  

   5   6   7  

 
The algorithm for generating the chain code is given below.  
Algorithm 1.  

1. Find the boundary of pre-processed numeral image  
2. Search the image from top left until a first pixel 

belonging to the region is found. 
3. Search the neighborhood of the current pixel for  

another pixel of the boundary in clockwise direction 
4. The detected inner border is represented by direction 

code.  
2) Fourier Descriptors: Fourier transformation is widely 

used for shape analysis [18, 19] The Fourier transformed 
coefficients form the Fourier descriptors of the shape. These 
descriptors represent the shape in a frequency domain. The 
lower frequency descriptors contain information about the 
general features of the shape, and the higher frequency 
descriptors contain information about finer details of the 
shape. Although the number of coefficients generated from the 
transform is usually large, a subset of the coefficients is 
enough to capture the overall features of the shape. The high 
frequency information that describes the small details of the 
shape is not so helpful in shape discrimination, and therefore, 
they can be ignored. As the result, the dimensions of the 
Fourier descriptors used for capturing shapes are significantly 
reduced. The method of computing the transform is explained 
below. 

Suppose that the boundary of a particular shape has K pixels 

numbered from 0 to K − 1. The k-th pixel along the contour 

has position (xk,yk). Therefore, we can describe the contour as 

two parametric equations: 

x(k) = xk  

y(k) = yk  

We consider the (x, y) coordinates of the point not as 
Cartesian coordinates but as those in the complex plane by 
writing 

s(k) = x(k) + I y(k)  
We take the discrete Fourier Transform of this function to end 
up with frequency spectra.  
The discrete Fourier transform of s(k) is  

a(u)= 
1

k

1

0

K

k




 s(k)e-j2πuk/K,    u = 0, 1, …., K-1     (1) 

The complex coefficients a(u) are called the Fourier 
descriptors of the boundary. The inverse Fourier transform of 
these coefficients restores s(k).  That is,  

s(k)= 
1

2 /

0

( )
K

j uk K

u

a u e 



 ,   k = 0, 1, …., K-1 

The algorithm for computing the Fourier descriptors is given 
below.  
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Algorithm 1.  
1. Represent the codes, obtained by performing 

algorithm 1 on the numeral image, in the complex 
plane using the lookup table 1.  

2. Apply Fourier transform to these set of numbers 
using equation (1) and obtain first ten Fourier 
descriptors. 

3. Store these 10 dimensional descriptors as feature 
vector of the numeral. 

The number of descriptors, defining the numeral, are chosen to 
be 10, by performing experiments to determine the number of 
descriptors to be retained enough to classify the numeral.  
 

Table 1. Lookup table 

Chain code 0       1      2       3       4       5      6        7 
Complex 
number 1      1+i    i     -1+i    -1    -1-i   - i       1-i 

 
3) Pattern classifier and recognition: Support vector 

machine (SVM) is defined for two-class problem and it finds 
the optimal hyper-plane which maximizes the distance, the 
margin, between the nearest examples of both classes, named 
support vectors (SVs). Given a training database of M data: 
{xm| m=1,...,M}, the linear SVM classifier is then defined as:  

F(x) = ∑j xj . x +b 
where {xj} are the set of support vectors and the parameters j 
and b have been determined by solving a quadratic problem. 
The linear SVM can be extended to a non-linear classifier by 
replacing the inner product between the input vector x and the 
SVs xj, through a kernel function K defined as:  

K(x, y) = (x) . ( y)  
This kernel function should satisfy the Mercer's Condition 
[20]. The performance of SVM depends on the kernel. 
Commonly used kernels include linear Kernel, Radial Basis 
Function (Gaussian) Kernel, and Polynomial Kernel. We have 
used RBF (Gaussian) kernel, which outperformed the other 
commonly used kernels in the preliminary experiments.  
Properties of SVMs:  
Complexity of training: SVMs are trained by quadratic 
programming (QP), and the training time is generally 
proportional to the square of number of samples. Some fast 
SVM training algorithms with nearly linear complexity are 
available however.  
Flexibility of training: SVMs can be trained at the level of 
holistic patterns.  
Model selection: The QP learning of SVMs guarantees finding 
the global optimum. The performance of SVMs depends on 
the selection of kernel type and kernel parameters, but this 
dependence is less influential.  
Classification accuracy: SVMs have been demonstrated 
superior classification accuracies in many experiments.  
Storage and execution complexity: SVM learning by QP often 
results in a large number of SVs, which should be stored and 
computed in classification.  
An excellent tutorial on SVM is given in [21]. 

III. EXPERIMENTAL RESULTS 

Presented in this section are the recognition accuracies 
obtained using normalized binary images representing 
Kannada numerals. The proposed system is experimented on 
the following dataset. 

1) 2500 handwritten Kannada numerals  
2) 2500 printed Kannada numerals 
3) 5000 printed and handwritten mixed Kannada numerals 
For result computation k-fold cross validation technique was 

adopted. When using the k-fold method, the dataset is 
randomly partitioned into k groups. The SVM algorithm is 
then trained k times, using all of the training set data points 
except those in the kth group. The form of the algorithm is as 
follows:  

 Divide the data set into k partitions.  
 For each k: 

o Make T the dataset that contains all training data 
points except those in the kth group.  

o Train the algorithm using T as the training set.  
o Test the trained algorithm, using the kth set as 

the test set. 
For the proposed method we have chosen k=5. The proposed 
method is implemented using Matlab 6.1 software using 
Matlab Tool Box for Pattern Recognition(PRTools[22]). 
Table 1 presents the results for printed Kannada numerals and 
Table 2 presents the results for handwritten Kannda numerals. 
The recognition rate obtained for printed numerals is 99.42% 
and for handwritten numerals is 97.34%. Clearly, the results 
obtained for printed numerals are better compared to the 
results of handwritten numerals. This is because of large 
variation in handwritten numerals. Further, feature vector for 
certain numerals (for eg. numerals 3 and 7) of different class 
are found to be similar and hence misrecognized.  
Table 3 presents the results for handwritten and printed mixed 
Kannada numerals. The 5- fold cross validation has yielded an 
overall recognition rate of 97.76% which is higher compared 
to the results of handwritten numerals (Table2). The 
recognition rate can certainly be enhanced by performing 
experiments on a large dataset.     
 

Table 2: Recognitions results of Printed Kannada numerals  
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Table 3: Recognition results of handwritten Kannada numerals  
 

 
 
 

Table 4: Recognition results of printed and handwritten mixed  
Kannada numerals   

 
 

IV. CONCLUSIONS 

A document containing both printed and handwritten 
numerals is common in Indian environment. In such cases, it is 
essential to have a single OCR for recognition of the numerals, 
printed or handwritten. In this paper, a novel and efficient 
method for recognition of printed and handwritten mixed 
Kannada numerals is presented. Features are obtained by 
extracting the chain code of the numeral and computing 
Fourier descriptors from these codes. The features are fed to 
multi-class SVM for recognition. The proposed method has 
yielded recognition accuracy of 97.76%. The method has also 
been tested separately for handwritten and printed numerals, 
respectively, and has yielded good results. The proposed 
method can be extended to the numerals of other scripts.   
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