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Abstract:  

Structural information can provide insight into 
protein function, and therefore, high- accuracy 
prediction of protein structure from its sequence is 
highly desirable. We predicted the secondary 
structure of query protein sequence using Artificial 
Neural Network available in    Neurosolutions. The 
structure is described in terms of Alpha Helix (H), 
Extended Strand (E) and Random Coil (C). The 
results are displayed in tabular forms. By proper 
training of the network on the data related to structure 
we tested and predicted the secondary structure of the 
query protein. 
Introduction: 

Proteins are essential to biological processes. Protein 
function can be understood in terms of its structure. 
With the completion of many large Genomes 
enormous amount of amino acid data is available 
from which one can predict the secondary structure 
of the query sequence. Although the prediction of 
tertiary structure is one of the ultimate goals of 
protein science, the prediction of secondary structure 

from sequence is still a more feasible intermediate 
step in this direction. Furthermore, some knowledge 
of the secondary structure can serve as an input for 
prediction [1]. Instead of predicting the full three-
dimensional structure, it is much easier to predict 
simplified aspects of structure, namely the key 
structural elements of the protein and the location of 
these elements not in the three-dimensional space but 
along the protein amino acid sequence. This reduces 
the complex three-dimensional problem to a much 
simpler one-dimensional problem. The fundamental 
elements of the secondary structure of proteins are α-
helices, β-sheets, coils, and turns. All these elements 
can be easily observed in the crystal three 
dimensional structure of proteins in the PDB [1]. 
According to the DSSP classification, there are eight 
elements of secondary structure assignment denoted 
by letters: H(a-helix),E(extended b-strand),G(310 
helix), I (p-helix), B(bridge, a single residue b-
strand),T(b-turn), S (bend), and C (coil).But for 
existing method of the secondary structure prediction, 
instead usually only three states are predicted: α-helix 
(H), extended (β-sheet) (E), and coil (C)[1]. 
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                                       Figure 1 : McCulloch-Pitts Neuron Model 

 
Neural Network role in the Prediction of the 
structure: 
 
Artificial Neural Network could be define as an 
interconnected of simple processing element whose 
functionality is based on the biological neuron. 
 
Simple neuron (Figure 1) introduced by McCulloch 
and Pitts in 1940s, consists of input layer, activation 
function, and output layer [6].Input layer receive 
input signal from external environment (or other 
neuron). Activation function is the neuron internal 
states that calculates and sum the input signals. The 
signals are then transmitted to output layer. The input 
layer, activation function and output layer in artificial 
neuron are similar to the function of dendrites, soma 
and axon in biological neuron. 

Training the Network 

Training the network is time consuming. It usually 
learns after several epochs, depending on how large 
the network is. Thus, large network required more 
training time compared to the smaller one. Basically, 
the network is trained for several epochs and stopped 
after reaching the maximum epoch. For the same 
reason minimum error tolerance is used provided that 
the differences between network output and known 
outcome are less than the specified value [2]. We 
could also stop the training after the network meets 
certain stopping criteria.                                   
During training the network might learn too much. 
This problem is referred to as overfitting. Overfitting 
is a critical problem in most all standard NNs 
architecture. Furthermore, NNs and other AI machine 
learning models are prone to overfitting [3]. One of 

the solutions is early stopping [4], but this approach 
need more critical intention as this problem is harder 
than expected [3]. The stopping criterion is also 
another issue to consider in preventing overfitting 
[5]. Hence, for this problem during training, 
validation set is used instead of training data set. 
After a few epochs the network is tested with the 
validation data. The training is stopped as soon as the 
error on validation set increases rapidly higher than 
the last time it was checked [5]. Figure 2 shows that 
the training should stop at time t when validation 
error starts to increase.  

    
    Figure 2: Training and validation curve 

Constructing a program for Neural Network is not a 
difficult task. Basically, it was only several steps of 
algorithms that are easily followed even by novice 
practitioners. However, preparing the network for 
training is a difficult task since the network dealing 
with a large amount of data. Another problem is 
when to stop the training? Over training could cause 
memorization where the network might simply 
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memorize the data patterns and might fail to 
recognize other set of patterns. Thus, early stopping 
is recommended to ensure that the network learn 
accordingly. 

Methods and Materials: 

The query protein sequence is retrieved from NCBI 
repository in FASTA format and then submits this 
sequence to GOR V tool and uses this data for the 
secondary structure prediction using neural network. 
Trained this data in the neural network to classify the 
three parameters in the data ,i.e α-helix(H), β-
sheet(E) and Coil (C) in terms of either 0 or 1. There 
are 256 Rows Containing the data of GOR V output  
is obtained for the given sequence in which the 
columns labeled as Input 1, Input 2, Input 3, Input 4 
will serve as inputs to the neural network and the 
columns labeled Output will serve as the desired 
outputs. Here Input 1, which is given as symbolic 
data at the initial stage, is converted to numerical data 
(0s & 1s). Before train a neural network, it needs to 
know which columns to use as inputs and which 
columns to use as the desired outputs.  To accomplish 
this, we selected the columns that we want to use as 
inputs and then selected "Tag Data! Column as 
Input". Similarly, to tag the desired output columns, 
we selected the corresponding columns then select 
“Tag Data|Column as Desired. The rows of data must 
also be tagged before a training process can be run.  
Rows can be tagged as "Training", "Cross 
Validation", "Testing", or "Production".  However, 
cross validation is a very useful tool for preventing 
over-training, so in most cases we will also want to 
tag a portion of our data as "Cross Validation".  The 

rows of data to use for testing the trained network 
("Testing") or producing the network output for new 
data ("Production") can be tagged before or after the 
training process is run. 

Results and Discussions: 

Secondary structure prediction of query sequence is 
analyzed using the artificial neural network by 
considering the output given by GOR V tool as the 
input for the neural network. The three parameters α-
helix (H), β-sheet (E) and Coil (C) in terms of either 
0 or 1are tabulated for all 256 rows. To tag rows of 
data we select the appropriate rows then we select the 
corresponding tagging operation. The first 150 rows 
we have used for training 1000 times and the next 50 
rows used for cross validation. At last we found that 
the network did a good job of classifying the samples 
that were used to train the network. In the next step 
we tested the networks performance on the 50 rows 
of data, which were tagged as "Testing", after testing 
the data set through the network, we produced a 
report summarizing the network classification 
performance. And finally we have given 5 rows for 
producing new results for the given data and the 
results are very fine and the network is able to 
produce new results for any given data, so production 
phase also tested successfully. All the results are 
tabulated. 
 
Table:1 to 3-The predicted output for given input 
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Table:1 
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Table:2 

 

Table:3
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Fig 3:Neural Network 

 

 

 

    Fig 4: MSE Vs Epoch            
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Conclusion: 
Structural prediction of the query sequence reveals 
the functionality of the protein. The prediction of 
secondary structure with reference to neural network 
works well and the analysis can concludes that it is 
possible to predict the secondary structure of any 
protein sequence by using this neural network. The 
further analysis on the neural network output 
describes the how the MSE and epoch can vary for 
the given set of data. The system is expected to 
enhance further in which it can accept the protein 
sequence directly and then predict the final secondary 
structure.  
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