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Abstract—Typically, general job shop scheduling problems 
assume that working times of machines are equal, for instance 
eight hours a day.  However, in real factories, these working 
times are different because the machines may have different 
processing speeds, or they may require maintenance.  That is, one 
machine may need to be operated only half day whereas other 
machines may have to be operated for the entire day.  So, each 
machine has its own working time window.  In this paper, this 
type of problem is referred to as a job shop scheduling problem 
based on machine availability constraint which is more complex 
than typical job shop scheduling problems.   In the previous 
research, this type of problem has been rarely investigated 
before.  Thus a new algorithm is developed based on a non-delay 
scheduling heuristic by adding machine availability constraint to 
solve job shop scheduling problem with minimize makespan 
objective.  The newly developed algorithm with the machine 
availability constraint assumption is more realistic. The study 
reveals the result of algorithm that consider machine availability 
constraint is better than the result of algorithm that ignores 
machine availability constraint when apply to the real problem.  

Keywords-Job shop scheduling; algorithm; heuristic; 
optimization; non-delay scheduling; machine availability constraint 

I.  INTRODUCTION  

Developing algorithms for solving job shop scheduling 
problems is a popular research in the field of optimization.  It 
has been known that the job shop scheduling problems are NP 
hard [1].  That means when the size of problem grows up, the 
time for determining the optimal solutions of the problem 
increase exponentially. 

Typically, there are M machines and N jobs for scheduling.  
Jobs have to be processed on these machines with different 
routes or sequences.  So, the complexity of scheduling depends 
on number of machines, number of jobs, and sequences of jobs.  
There are !N  ways (solutions) to sequence jobs on each 
machine. For some type of scheduling problem, all machines 
use the similar sequence.  So, the numbers of feasible solutions 
to find the optimal solution are !N  solutions.  For the job shop 
scheduling problem, each machine has different sequences; 

therefore, number of feasible solution increase to  MN!  
solutions. 

Many researches developed algorithm for solve job shop 
scheduling problem.  In-Chan Choi [2] aimed to develop local 
search algorithm to solve job shop scheduling problem.  The 
objective function is to minimize makespan.  Sequence 
dependent setup condition is added to the problem.  The setup 
time of each job depends on sequence of jobs in each machine.  
This paper solves the problem by local search algorithm.  
Local search algorithm helps to reduce computation time.  
D.A. Koonce [3] used data mining to find the pattern of 
schedule for job shop scheduling problem. Propose of this 
work is to apply data mining methodology to explore the 
pattern. The objective of the problem is minimizing makespan. 
Genetic algorithm is used to generate the good solution. The 
data mining is used to find relationship of sequence and 
predict next job in sequence. The result from data mining can 
use to summarize new dispatching rule that gives the result 
likes result of genetic algorithm.  Chandrasekharan [4] 
presented three new dispatching rules for dynamic flow shop 
problem and job shop problem. The performance of the rules 
present by comparison with 13 dispatching rules. The case 
study is from simulation study for flow shop scheduling 
problem.  The problems are modified again by random routing 
of jobs. The problems are changed the flow shop scheduling 
problem to job shop scheduling problem. The study could be 
concluded that the performance of dispatching rules is being 
influenced by routing of jobs and shop floor configurations.  
Hiroshi [5] used shift bottleneck procedure to solve job shop 
scheduling problem. The objective of problem is to minimize 
total holding cost. The specific constraint is added to the 
problem. The added constraint is no tardy job constraint. The 
experiment show that shift bottleneck procedure can reduce 
computation time.  Anthony [6] presented Memmetic 
algorithm for job shop with time lag. The time lag means 
minimal and maximal between start times of operations. This 
article presented framework to solve job shop scheduling 
problem base on disjunctive graph to modify the problem and 
solve by Memmetic algorithm.  Jansen [7] solved job shop 
scheduling problem under assumption that jobs have 
controllable processing time.  That means he can reduce 
processing time of job by paying certain cost. Jansen presented 
two models. The first is continuous model and the other is 
decrease model. The evident of proofing could be showed that 
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both of them can solve by Approximation scheme in 
polynomial time when number of machines and number of 
operations are fixed.  Job shop scheduling problem with the 
minimizing makespan is investigated.  Guinet [8] reduced the 
problem from job shop to flow shop problems by using 
precedence constraint of jobs. After that extended of 
Johnson‘s rule is define to solve this problem.  Also, he noted 
that The optimality of extended Johnson‘s rule is proved for 
two machine and the rule efficient for some three of four 
machine job shop problems.  Drobouchevitch [9] presented 
two heuristic to solve a special case of job shop scheduling. 
The case bases on assumption that each job consists of at most 
two operations. One of which is to be processed on one of m 
machines. Whie the other operation must be perform on a 
single bottleneck machine. One of both heuristics guarantees a 
worst case performance ratio 3/2. In addition, he noted that 
those techniques can be applied to the related problem, such as 
flow shop scheduling problem with parallel machines.   
Ganesen [10] solved the special case of job shop scheduling 
problem. Minimum competition time variance (CTV) 
constraint is added to the problem. The lower bound of CTV is 
developed for the problem. For solving this problem backward 
scheduling approach is used. To show performance of the 
backward scheduling approach, the result is compared with 
forward scheduling approach. The study showed backward 
scheduling approach is well performance for this special case 
of job shop scheduling problem. In addition two layers 
technique is a technique to solve the job shop scheduling 
problem. Pan [11] described binary mixed integer 
programming for the reentrant job shop scheduling problem 
and solves the problem by using two layers technique  
Ganesen [12] studied job shop scheduling problem with two 
objectives. The first is to minimize total absolute difference of 
completion time and the other is mean flow time.  The 
backward scheduling technique was studied again. Moreover, 
he used static optimum technique. In this study, 82 problems 
were taken to study. The result is a new benchmark for the 
problem.  Pham [13] solved special case of job shop 
scheduling problem namely multi mode blocking job shop 
scheduling problem. The problem is from hospital in order to 
allocate hospital resource for surgical case. CPLEX was 
employed to solve the problem. Because of computation time 
limit, the model is capable for small and medium size of 
problem. That is the study suggested. 

Other researches investigated meta- heuristic. Watanabe 
[14] and Koonce [15] used genetic algorithm to solve job shop 
scheduling problem. Ganesen used Simulated annealing to 
solve job shop scheduling [16], [17]. Some research used 
neural network to select dispatching rule. Some researches 
solve job shop scheduling by hybrid algorithm between two 
Meta heuristics [19], [20], [21].  

This paper focuses on developing algorithm to solve job 
shop scheduling problem.   The algorithm is designed by 
considering machine availability constraint.  Next section 
describes detail of problem and mathematic modeling of 
problem. Next, machine availability constraint is described. 

The machine availability constraint is used to calculate realistic 
makespan for factories that have breaking period during 
processing time. 

II. PROBLEM STATEMENT AND MATHEMATICAL 

FORMULATION  

In the previous section, we reviewed the algorithms used 
for solving the job shop scheduling problems.  This section 
presents the general job shop scheduling mathematical model 
and the detail of machine availability constraint.  In general, 
variable are as follows: 

Let jit ,  be start time of job j that is perform on machine i, 

Let jif ,  be finish time of job j that is performed on machine 

i, 

Let jip ,  be processing time of job j that is performed on 

machine i, 

 Let maxC be Makespan (finish time of latest job). 

 
The objective of the problem is to minimize makespan. The 
mathematical model of job shop scheduling problem without 
machine availability constraint is shown below. 
 

Min maxC              (1) 

St 

jijijh ptt ,,,               (2) 

jiji ptC ,,max              (3) 

kikiji ptt ,,, .  or jijiki ptt ,,,                        (4) 

 

0, jit                                                                     (5) 

 

iji rt ,                             (6) 

 

jjiji dpt  ,,                            (7) 

 
To make sure that the next step on machine h  of job j 

starts after finish time of the step on machine i  of job j, 
equation 2 is employed.  Next, equation 3 ensures that CMax 
must be more than finish time of the last job.  Equation 4 is 
used for sequencing jobs on the machines.  This equation 
means that only one job can be processed only one machine at 
a time.  By using equation 5, the start time of processes is non 
negative.  Some time, some problem requires condition of job 
released time.  Equation 6 ensures that a job must start after the 
released time.  The last constraint is used to control that jobs 
must be finished before their due dates. 

The mathematical model is the general for job shop 
scheduling problem, but the job shop scheduling problem based 
on machine availability constraint is more complicated.  In 
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addition, we develop procedure to calculate finish time of 
process and makespan. 
 

Let  
  be index of working day type. 

   be index of breaking period 

 ,   be time to stop machine of  working day 

type   at period  . 




,
 be time to start machine  )again( of  working 

day type   at period  . 

 
 

Factory has many type of working day.  The paper 

suggests to keep information of working time by using  ,  

and  ,  by  as index of working day type and  as index 

of breaking period in the working day type. For example, 
working day type 1 has two breaking period. First breaking 

period is lunch period ( 00:121,1  pm and 

00:11,1  pm).  The second breaking period is between 

4:00 pm to 8:00 am of tomorrow. That means 2,1 equals 4:00 

PM and 2,1 equals 8:00 AM. For case of second breaking 

period  ,  more than  ,  that mean 2,1  is the time of 

next day. On the other hand, if  ,  less than  , ,  ,  

and  ,  are on the same day.  

 
 
 
 
 
 

 

 

 

 

Figure 1.  Finish  time computation with a breaking period. 

When breaking period occurs in processing time, the 
calculation of finish time is different form the typical 
calculation. Figure 1 illustrates how to compute finish time 
when breaking period is in processing time. Working period 

start from jit ,  and finish at jif , .  If a breaking period is in the 

working time, algorithm compensates breaking time by 

  ,, t   and finish time is calculated 

by tff jiji  ,, .  Also, if there are two working period 

times are in working time, the finish time is calculated as 
Figure 2.  There are many cases of breaking period between 
processing periods of job operations.  Breaking period appears 
many types between processing time. 

 
 
 
 
 
 

 

 

 

 

Figure 2.  Finish  time computation of two breaking period. 

Indeed, this section presents the mathematic model of 
general job shop scheduling, and presents machine availability 
constraint in a factory briefly.  Job shop scheduling with 
machine availability constraint is a special problem.  In the 
next section, we present non delay-scheduling algorithm. For 
special case of problem, we present an algorithm to calculate 
finish time with machine availability constraint. The algorithm 
to calculate finish time of job by considering machine 
availability constraint names working time window algorithm. 

III. ALGORITHMS FOR JOB SHOP SCHEDULING PROBLEM  

In this section, we present a non-delay scheduling algorithm 
(NSA), working time window algorithm (STA), and the 
algorithm that are combined between the non delay scheduling 
algorithm and working time window algorithm. We call the 
new algorithm that working time window non-delay 
scheduling algorithm (WT-NSA). 

First, NSA is presented.  NSA uses the concept that a 
machine is never idle when its queue is not empty [22]. 
Computational time required for this algorithm can be 
minimal.  For M machines and N jobs, it spends MN 
computational time to solve the problem. The solution by this 
algorithm, however, is not the optimal solution. Nonetheless, 
the problem is NP-Hard.  The optimal solution might not be 
possible to determine in a short time. 

A. Non-delay scheduling algorithm. 

The procedure of NSA is to compute all operational times of 
all jobs that are able to process in the list.  Next, the operation 
with the earliest finish is chosen. Then, the operations that are 
able to be processed are updated to the list and the same 
procedure will continue again until all operations are selected.  
The procedure of  NSA [22] can be shown as followed: 

At state t ,let tS be the partial schedule of  1t  

operations.  Let tA be the set of operations schedulable at 

stage t , that is, all predecessor operations are in tS .Let ke be 
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the earliest time that operations tAk  can be scheduled, that 

is, predecessor are completed and machine is available. 
 
 
 
Non-delay schedule generation. 
Step: 

Step 0   Initialize. Let  1,1 St . 1A contains the  

            first operation of each ready job 

Step 1 Select operation. Find 
tAke  min*  

 If several *e exist, choose arbitrarily. Let *m be  

 machine need by *e  .Choose any tAk  that  

 requires *m and has *eek   (If all non delay 

 schedules are to be created, choose all such k and  
 create a new partial schedule for each ) 

Step 2 Increment. Add the selected operation k to ts  to 

 create 1ts .Remove k from tA and add the next  

 operation for its job unless that job is completed;  

 this creates 1tA .Set 1 tt .If MNt    

 stop; otherwise go to 1 

B. Working time window 

In this section, we present algorithm for calculating finish 
time with machine availability constraint. It is well suitable for 
factories that have many machines, many jobs, and several 
breaking period. The algorithm is called working time window 
algorithm. 

Working day includes working period and breaking period.  
Working period is period of time to operate jobs on machines. 
Breaking period is period of time to stop operating.  

If breaking period does not occur between operation times, 
the finish time of the operation equal start time pluses 
processing time. Otherwise, if some part of breaking period is 
in operation time, the finish time is compensated. 

The developed algorithm is recursive algorithm. Algorithm 
calls itself until the finish time is complete to calculate. For 
iteration, for example, algorithm checks breaking period and 
compensates this time. Sometimes, an operation cannot 
process for a day. Algorithm calls itself one time for 
calculating again. Working time window calculation is shown 
as followed. 

Algorithm1: working time window algorithm ( jit , , jif , , jip , ) 

 jijiji ptf ,,,   

  
SET 

  


 


otherwisefalse

fttrue
b jiji

;

; ,,,
1


  



 


otherwisefalse

fttrue
b jiji

;

; ,,,
2


 



 


otherwise

t
b ji

0

;1 ,,,
3

 
 



 


otherwise

f
b ji

0

;1 ,,,
4

 
 

 
/*to calculate new finish time by rules followed 
that:*/ 
 

If 4321 ~~ bbbb  then 

  ,, jit and   ,,,,  jijiji fff  

Else If 4321 ~ bbbb  then 

  ,, jit and    ,,,,  jiji ff  

Else If 4321 ~~ bbbb  then 

  ,, jit and    ,,,,  jiji ff  

Else If 4321 ~~ bbbb  then 

  ,, jit and    ,,,,  jiji ff  

End if 
 
If e finish time of working time window then 
 

 Finish time = jif ,  

 
Else 
 
 Call working time window procedure 

( jit , , jif , ,0) again 

 
End if 
 
First, the finish time is approximated by the start time 

and processing time.  Next breaking period information 

(  ,  , ) are considered. The algorithm sets   the first 

breaking period between the start time and finish time of 

operation.  321 ,, bbb  , and 4b are set for identify state of 

breaking period and time to compensate.  After that we use if-
then structure for recalculating finish time of job operation. 
Last, if the finish time of the job operation is more that the end 
of working day, then algorithm calls itself again. The iteration 
occurs until the finish time of the job operation less than the 
end of current working day. 

In addition, this paper presents working time window 
algorithm and presents the mixed algorithm between Non-
delay scheduling algorithm and working time window 
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algorithm. The mixed algorithm is called WT-NSA. This 
mixed algorithm looks similar to the NSA, but it is different. 
For WT-NSA, we modify procedure to calculated finish times 
of job operations.  

Algorithm 2 shows the detail of WT-NSA. First, algorithm 
calculates finish times of all operations for each job if the 
operation is ready to operate at this time.   Next step, the 
algorithm check and recalculates finish time by using working 
time window algorithm. This step is new added to algorithm to 
use in the specific problem. 

In addition, the operation that has earliest start time is 
chosen. If many jobs have the same start time, the algorithm 
chooses the operation with the earliest finish time. In addition, 
algorithm updates the operations that are ready be processed on 
machines.  The chosen operation is recorded in the sequence 
for updating finish time when the operation times change.  The 
iteration runs until all operation of jobs complete. 

Algorithm 2:  Non-delay scheduling algorithm based on  
                        working time window. 
 

While all job complete  
       { 

 
For J = 1 to  last job 

   Calculate jif ,  of current operation of job j  

   (by using working time window procedure) 
Next j 

Select job j by min jit ,  

If start time jit ,  is equal then choose by min jif ,  

Updating operation of chosen job j  

Save sequence of all operations of jobs follows for  
     update times later 
 

} Loop 
 
Next section, we compare two results from experiment. 

The first one is result from the NSA and the other is result 
from the WT-NSA. 

IV. EXPERIMENT 

To illustrate that WT-NSA is well performed for job shop 
scheduling, 40 cases are used in the experiment.  Almost of 
cases are from internet. The processing time is between zero 
and one hundred. 

First non delay scheduling algorithm is used. After that we 
investigate the effect of solution when we use the solution 
from algorithm that not considers machine availability 
constraint to the problem with machine availability constraint. 
Three makespans of experiment are shows.  The first is 
makespan from algorithm that ignores machine availability 
constraint. The second makespan form the sequence of 
previous but recalculate by using machine availability 
constraint. The second makespan use to illustrate the different 

time of result from the real problem in factory and the result of 
elder (original) algorithm.  The last makespan is from the 
algorithm that considers machine availability constraint. The 
sequence of the last is different from the first and the second. 
The quality of solution is better because is the makespan of the 
last is shorter than both of them. 

Table 1 shows data of the experiment. The first column 
shows number of problem. The second column presents 
number of job and third column presents number of machine. 
The makespan of NSA are shown in the fourth column. We fix 
sequence from the fourth column and recalculate by apply 
machine availability constraint. The new makespan are shown 
in the fifth column. 

Next, we present WT-NSA in sixth column. New 
technique brings to the new sequence and new quality of 
solution in sixth column. The seventh column is different 
value from fourth and fifth columns. The eighth column is the 
improved value of makespan. The improved value is value that 
fifth column minuses by sixth column. 

From the table, the average error between NSA and NSA-
WT is 2676.2 for 15 jobs 15 machines problem. The average 
error is 3501.8 for 20 jobs 15 machines problem and is 3662.8 
for 20 jobs 20 machines problem. Last, the average error is 
5169.5 for 30 jobs 15 machines problem. Almost data shows 
that if the problems are applied by algorithm that ignores 
machine availability constraint, the result has too much error. 

TABLE I.  COMPARISON OF EXPERIMENTAL DATA  
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Moreover, we can present that the result is improved 
obviously when the problems are applied by new algorithm 
that designed for machine availability constraint. The average 
of percentage improvement is calculated by averaging the 
different value of the fifth column and sixth column. For 15 
jobs 15 machines problem, the average of percentage 
improvement is 34.24 percentages. For 20 jobs 15 machines 
problem, the average of percentage improvement is 37.54 
percentages. For 20 jobs 20 machines problem, the average of 
percentage improvement is 30.92 percentages. For 30 jobs 15 
machines problem, the average of percentage improvement is 
44.59 percentages. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Graph of makesapn from three algorithms 

Figure 3 depicts trend of makespan for problems. The 
horizontal axis presents number of problem.  The first column 
from table 1 is the value in the horizontal axis. The vertical 
axis presents makespan of each problem. The makespan in 
forth column is used to draw graph NSA. The makespan in 
fifth column is used to draw graph NSA-WT. The makespan 
in sixth column is used to draw graph WT-NSA. 

From this graph, graph from NSA is good quality value 
because the makespan is from algorithm that ignores machine 
availability constraint.  Graph NSA-WT is bad quality value. 
The graph is from the sequence of NSA that applied machine 
availability constraint.  Graph WT-NSA is from the algorithm 
that design for machine availability constraint. The result is 
better form graph NSA-WT. 

The lowest graph is from data in forth column. The middle 
graph is from data in sixth column. The highest graph is from 
fifth column. Definitely, the WT-NSA is well performance 
when compare with NSA. The experiment suggests that we 
could design algorithm by considering machine availability 
constraint when the machines in the factory perform depend 
on machine availability constraint. 

V. CONCLUSION 

In this paper, we propose that algorithm could be designed 
by considering machine availability constraint.  Data and 
graph form the experiment illustrate algorithm that consider 
machine availability constraint give the good result for all of 
test problems. So, the factories could use algorithm that 

designed by consider machine availability constraint if 
machines work and stop depending on period of working time.  
In addition, we suggest that other algorithm that use to 
factories that have machine availability constraint could be 
designed by considering machine availability constraint.  In 
future research, the machine availability constraint is extended 
to the flexible job shop scheduling problem. The future 
problem is high complexity. We add machine availability 
constraint condition to the problem and solve by new 
developed algorithm.  
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