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Abstract— In medical imaging, lossy compression schemes are not 
used due to possible loss of useful clinical information and as 
operations like enhancement may lead to further degradations in the 
lossy compression. Hence there is a need for efficient lossless 
schemes for medical image data. Several lossless schemes based on 
linear prediction and interpolations have been proposed. Currently, 
context based approach has gained popularity since it can enhance the 
performance of above schemes due to the exploitation of correlation 
within the frame. Since the conception of Mesh based Compression 
from early 1990’s many algorithms has been proposed and the 
research literature on this topic has experienced a rapid growth which 
is hard to keep track of. This paper gives a brief description about the 
various coding algorithms and advancements in this field. 

Keywords- Image compression, prediction, medical image, 
context based modeling, object based coding, wavelet transform. 

I.  INTRODUCTION  

Compression methods are important in many medical 
applications to ensure fast interactivity through large sets of 
images (e.g. volumetric data sets, image databases), for 
searching context dependant images and for quantitative 
analysis of measured data. Medical data are increasingly 
represented in digital form. Imaging techniques like magnetic 
resonance (MR), computerized tomography (CT) and positron 
emission tomography (PET) are available. The limitations in 
transmission bandwidth and storage space on one side and the 
growing size of image datasets on the other side has 
necessitated the need for efficient methods and tools for 
implementation. Lossless compression includes Run length 
coding, dictionary coding, transform coding, entropy coding 
The entropy coding includes Huffman coding which is a 
simple entropy coding and commonly used as the final stage 
of compression, arithmetic coding, golomb coding which is a 
simple entropy coding for infinite input data with a geometric 
distribution and finally the universal coding which is also an 
entropy coding for infinite input data with an arbitrary 
distribution. 
Lossless compression includes Discrete cosine transform, 
fractal compression, wavelet compression, vector quantization, 
linear predictive coding. Lossless image compression 
schemes often consist of two distinct and independent 
components which are modeling and coding. The modeling 
part can be formulated as one in which an image is observed 
pixel by pixel in some predefined order. In state-of-art lossless 

image compression schemes, the probability assignment is 
generally divided as 
      i) A prediction step, in which a deterministic value is 
guessed for the next pixel based on a subset of available past 
sequence. 
     ii) The context is determined as a function of past sub 
sequence. 
     iii) A probabilistic model for the prediction of residue 
conditioned on the context. 

The optimization of the above steps has inspired the ideas 
of universal modeling [1].In this scheme, the prediction step is 
accomplished with an  adaptively optimized, context-dependant 
linear predictor, and the statistical modeling is performed with 
an optimized number of parameters(variable-size quantized 
contexts)The modeled prediction residuals are arithmetic 
encoded to attain the ideal code length[2].In [3] some the 
optimizations performed in [1] are avoided with no 
deterioration in the compression ratios. Compared with 
previous survey papers, this work has attempted to achieve the 
following objective of Comprehensive date coverage and 
analysis and comparison of coding performance and 
complexity. Coding efficiency is compared between different 
schemes to help practical engineers in the selection of schemes 
based on application requirements. The compression methods 
can be classified into four types as Statistical compression, 
coding the image based on the gray levels of the pixels in the 
whole image, e.g., Binary coding system. Huffman coding, 
Shift codes etc., Spatial compression, coding an image based 
on the spatial relationship between the pixels in the whole 
image,eg., Run length coding, Quantizing compression, where 
the compression takes place by reducing the resolution or gray 
levels available and finally the fractal compression where the 
coding of the image is based on the set of parameters to fractal 
generating functions. The coding algorithms for image 
compression of medical images and error metrics are briefed 
below followed by the summary giving the comparison of the 
tests and results. Finally the concluding remark is followed by 
acknowledgement and references.  

II. CODING ALGORITHMS 

A. Need for Coding 

Need for coding algorithms: A common characteristic of most 
images is that the neighboring pixels are correlated and 
therefore contain redundant information. The foremost task 
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then is to find less correlated representation of the image. Two 
fundamental components of compression are redundancy and 
irrelevancy reduction. Redundancy reduction aims at 
removing duplication from the signal source (image/video). 
Irrelevancy reduction omits parts of the signal that will not be 
noticed by the signal receiver, namely the Human Visual 
System. In general, three types of redundancy can be 
identified 

 Spatial Redundancy or correlation between 
neighboring pixel values. 

 Spectral Redundancy or correlation between different 
color planes or spectral bands.  

 Temporal Redundancy or correlation between 
adjacent frames in a sequence of images (in video 
applications).  

The Compression techniques are classified as Lossy/Lossless 
Compression and Predictive/Transform Compression.  

a) Lossless vs. Lossy Compression: In lossless compression 
schemes, the reconstructed image, after compression, is 
numerically identical to the original image. However lossless 
compression can only achieve a modest amount of 
compression. An image reconstructed following lossy 
compression contains degradation relative to the original. 
Often this is because the compression scheme completely 
discards redundant information. However, lossy schemes are 
capable of achieving much higher compression. Under normal 
viewing conditions, no visible loss is perceived (visually 
lossless) 

b) Predictive vs. Transform coding: In predictive coding, 
information already sent or available is used to predict future 
values, and the difference is coded. Since this is done in the 
image or spatial domain, it is relatively simple to implement 
and is readily adapted to local image characteristics. 
Differential Pulse Code Modulation (DPCM) is one particular 
example of predictive coding. Transform coding, on the other 
hand, first transforms the image from its spatial domain 
representation to a different type of representation using some 
well-known transform and then codes the transformed values 
(coefficients). This method provides greater data compression 
compared to predictive methods, although at the expense of 
greater computation. 

III. FRACTAL CODING 

JPEG Coding is commonly used standard method of 
compressing images. However in its decoded images, 
quantization noise is sometimes visible in high frequency 
regions, such as the edges of the objects. Fractal image 
compression can reproduce such image elements with high 
compression rate. Fractal image compression  methods 
exploits the self similarity among image elements among 
various scales to implement compression through formation of 
a partitioned iterated function system[28].Fractal compression 
is a lossy image compression method to achieve high levels of 

compression. The fractal compression technique relies on the 
fact that in certain images, parts of the image resemble other 
parts of the same image. Many algorithms have been proposed 
to compress 3D meshes efficiently since early 1990s. In this 
survey paper, we examine 3D mesh compression technologies 
developed over the last decade, with the main focus on 
triangular mesh compression technologies. Single-rate 
compression is a typical mesh compression algorithm which 
encodes connectivity data and geometry data separately. Most 
early work focused on the connectivity coding. Then, the 
coding order of geometry data is determined by the underlying 
connectivity coding. However, since geometry data demand 
more bits than topology data, several methods have been 
proposed recently for efficient compression of geometry data 
without reference to topology data.The existing single-rate 
connectivity compression algorithms are classified into six 
classes namely, the indexed face set, the triangle strip, the 
spanning tree, the layered decomposition, the valence-driven 
approach, and the triangle conquest. The state-of-the-art 
connectivity coding schemes require only a few bits per 
vertex, and their performance is regarded as being very close 
to the optimal. In contrast, geometry coding received much 
less attention in the past. Since geometry data dominate the 
total compressed mesh data, more focus has been shifted to 
geometry coding recently. 
All the single-rate mesh compression schemes encode 
connectivity data losslessly, since connectivity is a discrete 
mesh property. However, geometry data are generally encoded 
in a lossy manner. To exploit high correlation between the 
positions of adjacent vertices, most single-rate geometry 
compression schemes follow a three-step procedure: pre-
quantization of vertex positions, prediction of quantized 
positions, and entropy coding of prediction residuals. The 
valence (or degree) of a vertex is the number of edges incident 
on that vertex. It can be shown that the sum of valences is 
twice the number of edges Thus, in a typical triangular mesh, 
the average vertex valence is 6.When reporting the 
compression performance, some papers employ the measure of 
bits per triangle (bpt) while others use bits per vertex (bpv). 
For consistency, we adopt the bpv measure exclusively, and 
convert the bpt metric to the bpv metric by assuming that a 
mesh has twice as many triangles as vertices. Most 3D mesh 
compression algorithms focus on triangular meshes. To handle 
polygonal meshes, they triangulate polygons before the 
compression task. However, there are several disadvantages in 
this approach. First, the triangulation process imposes an extra 
cost in computation and efficiency. Second, the original 
connectivity information may be lost. Third, attributes 
associated with vertices or faces may require duplicated 
encoding. To address these problems, several algorithms have 
been proposed to encode polygonal meshes directly without 
pre-triangulation. The field of volume visualization has 
received much attention and made substantial progress 
recently. Its main applications include medical diagnostic data 
representation and physical phenomenon modeling. 
Tetrahedral meshes are popularly used to represent volume 
data, since they are suitable for irregularly sampled data and 
facilitate multiresolution analysis and visibility sorting. A 
tetrahedral mesh is typically represented by two tables: the 
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vertex table that records the position and the attributes (such as 
the temperature or the pressure) of each vertex, and the 
tetrahedron table that stores a quadruple of four vertex indices 
for each tetrahedron. A tetrahedral mesh often requires an 
enormous storage space even at a moderate resolution. The 
huge storage requirement puts a great burden on the storage, 
communication, and rendering systems. Thus, efficient 
compression schemes are necessary. The general polygonal 
mesh compression schemes often fail to yield satisfying 
performance. A context-based, adaptive, lossless image codec 
(CALIC) that obtains higher lossless compression of 
continuous-tone images than other techniques is reported in 
the literature[18]. The high coding efficiency is accomplished 
with relatively low time and space complexities. CALIC puts 
heavy emphasis on image data modeling. A unique feature of 
CALIC is the use of a large number of modeling contexts to 
condition a non-linear predictor and make it adaptive to 
varying source statistics. The non-linear predictor adapts via 
an error feedback mechanism. In this adaptation process, 
CALIC only estimates the expectation of prediction errors 
conditioned on a large number of contexts rather than 
estimating a large number of conditional error probabilities. 

IV. REVERSIBLE CODING 

According to the organization of the source model as static, 
semi-adaptive, or adaptive methods have been proposed for 
reversible coding. Magnetic resonance (MR) images have 
different statistical characteristics in the foreground and the 
background and separation is thus a promising path for 
reversible MR image compression as addressed in [25].In 
object based coding different objects that are present in  a 
scene are assigned priorities in the encoding process, based on 
their importance in the framework of the considered 
application[4].A prior knowledge about the image contents 
makes such approaches particularly suitable for medical 
images. The object based algorithms are also suitable for being 
combined with modeling techniques. Medical images usually 
consists of a region representing the part of a body under 
investigation (i.e. heart in a CT, MRI chest scan etc.,)on an 
often noisy background which is of no diagnostic interest. 
Hence it seems to be natural to process such datas in object 
based framework by assigning high priority to objects of 
interest to be retrieved losslessly and low priority to irrelevant 
object. Even though some authors have addressed the task of 
object based coding for medical images [5]-[7], such an 
approach still deserves some investigation. A fully three-
dimensional (3-D) object-based coding system exploiting the 
diagnostic relevance of the different regions of the volumetric 
data for bit rate allocation is addressed in [4] where the data’s 
are first decorrelated via a 3-D discrete wavelet transform and 
the implementation via the lifting steps scheme allows 
mapping integer-to-integer values, enabling lossless coding, 
facilitating the definition of the object-based inverse 
transform. The coding process assigns disjoint segments of the 
bit stream to the different objects, which can be independently 
accessed and reconstructed at any up-to-lossless quality.  

V. WAVELET CODING 

Wavelet coding is a form of data compression well suited 
for image compression and the goal is to store image data in as 
little space as possible in a file. Wavelet compression can be 
either lossless or lossy. Using a wavelet transform  the wavelet 
compression methods are adequate for representing transients, 
such as percussion sounds in audio, or high-frequency 
components in two-dimensional images, for example an image 
of stars on a night sky. This means that the transient elements 
of a data signal can be represented by a smaller amount of 
information than would be the case if some other transform, 
such as the more widespread discrete cosine transform, had 
been used First a wavelet transform is applied. This produces 
as many coefficients as there are pixels in the image (i.e.: there 
is no compression yet since it is only a transform). These 
coefficients can then be compressed more easily because the 
information is statistically concentrated in just a few 
coefficients. This principle is called transform coding. After 
that, they are quantized and the quantized values are entropy 
coded and/or run length coded.JPEG 2000 is a wavelet based 
coding scheme. In encoding the image and its components are 
decomposed into rectangular tiles. Wavelet transform is 
applied on each tile. After quantization  sub bands of 
coefficients are collected into rectangular array of code 
blocks.Cetrain ROI is encoded with high image quality 
Markers are added in the bit stream to avoid error resilience 
Research on JPEG coding [15] has proved that JPEG-LS is 
simple and easy to implement. It consumes less memory and is 
faster than JPEG 2000 though JPEG 2000 supports 
progressive transmission. Given index of image of interest 
along Z axis, only concerned portion of the bit-stream is 
decoded at desired quality. Selective data to access can be 
improved by splitting image into regions corresponding 
objects. A scheme based on the three-dimensional (3-D) 
discrete cosine transform (DCT) has been proposed for 
volumetric data coding [21]. These techniques fail to provide 
lossless coding coupled with quality and resolution scalability, 
which is a significant drawback for medical applications. 
Hence new compression methods evolved exploiting the quad 
tree and block-based coding concepts, layered zero-coding 
principles, and context-based arithmetic coding. Additionally, 
a new 3-D DCT-based coding scheme is designed and used for 
benchmarking. The proposed wavelet-based coding algorithms 
produce embedded data streams that can be decoded up to the 
lossless level and support the desired set of functionality 
constraints. Moreover, objective and subjective quality 
evaluation on various medical volumetric datasets shows that 
the proposed algorithms provide competitive lossy and 
lossless compression results when compared with the state-of-
the-art. A wavelet based coding system featuring object based 
3D encoding with 2D decoding capabilities was proposed in 
[8]. In this the improvement in coding efficiency provided by 
3D algorithms can be obtained at a lower computational cost 
where each object is encoded independently to generate a self 
contained segment of bit stream. The implementation of the 
DWT via lifting steps scheme in the non linear integer version 
and the embedding of the encoded information allow 
reconstructing each object of each image at a progressive up to 
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lossless quality. Bordered artifacts are avoided by encoding 
some extra coefficients for each object.A new image 
compression algorithm, based on independent embedded block 
coding with optimized truncation of the embedded bit-streams 
(EBCOT)was proposed where the algorithm [20] exhibits 
state-of-the-art compression performance while producing a 
bit-stream with a rich set of features, including resolution and 
SNR scalability together with a “random access” property. 
The algorithm has modest complexity and is suitable for 
applications involving remote browsing of large compressed 
images. The algorithm lends itself to explicit optimization 
with respect to MSE as well as more realistic psycho visual 
metrics, capable of modeling the spatially varying visual 
masking phenomenon. 

Table 1.MSE and PSNR for 3D SPIHT for cameraman 

 
Wavelet  filter MSE PSNR 

Bior4.4 18.07 35.56 
Sym4 19.48 35.24 
Haar 20.34 35.05 
Db4 20.39 35.04 

Coif4 20.74 34.96 
Dmey 21.45 34.82 

Rbio4.4 23.58 34.41 
 

Table 2.Compression and PSNR for EZW for cameraman 

Bits per 
pixel(bpp) 

Compression 
Ratio 

PSNR 

0.3 1.139 24.43 
0.13 1.141 22.82 

 

Table 3.Compression and PSNR for EZW for Lena 256×256 

 
Bits per 

pixel(bpp) 
Compression 

Ratio 
PSNR 

0.31 0.9838 26.21 
0.12 0.9838 23.53 
0.05 0.9838 21.01 

 

VI INTERFRAME CODING 

As far as MRI is concerned although a significant amount of 
redundancy exists between successive frames of MRI data, the 
structure of cross dependence is more complicated.MRI data 
contain a large quantity of noise which is uncorrelated from 
frame to frame. Until now, attempts in using inter frame 
redundancies for coding MR images have been unsuccessful. 
The authors believe that the main reason for this is twofold: 
unsuitable inter frame estimation models and the thermal noise 
inherent in magnetic resonance imaging (MRI). In Inter frame 
coding method for magnetic resonance (MR) images [24] the 
inter frame model used a continuous affine mapping based on 
(and optimized by) deforming triangles. The inherent noise of 
MRI is dealt with by using a median filter within the 
estimation loop. The residue frames are quantized with a zero-

tree wavelet coder, which includes arithmetic entropy coding. 
The method of quantization allows for progressive 
transmission, which aside from avoiding buffer control 
problems is very attractive in medical imaging applications. 

VII CONTEXT BASED CODING 

Content-based means that the search will analyze the actual 
contents of the image. The term 'content' in this context might 
refer to colors, shapes, textures, or any other information that 
can be derived from the image itself. The existing schemes for 
3-D magnetic resonance (MR) images, such as block matching 
method and uniform mesh-based scheme, are inadequate to 
model the motion field of MR sequence because deformation 
within a mesh element may not all be similar hence MR image 
coding using content based mesh and context [22] was 
proposed.   It also addressed a simple scheme to overcome 
aperture problem at edges where an accurate estimation of 
motion vectors is not possible. By using context-based 
modeling, motion compensation yields a better estimate of the 
next frame and hence a lower entropy of the residue. Two-
dimensional (2-D) mesh-based motion compensation 
preserves neighboring relations (through connectivity of the 
mesh) as well as allowing warping transformations between 
pairs of frames which effectively eliminates blocking artifacts 
that are common in motion compensation by block matching . 
However, available 2-D mesh models, whether uniform or 
non-uniform, enforce connectivity everywhere within a frame, 
which is clearly not suitable across occlusion boundaries [19]. 
In occlusion-adaptive forward-tracking mesh model, the 
connectivity of the mesh elements (patches) across covered 
and uncovered region boundaries are broken. This is achieved 
by allowing no node points within the background to be 
covered (BTBC) and refining the mesh structure within the 
model failure (MF) region(s) at each frame. The proposed 
content-based mesh structure enables better rendition of the 
motion (compared to a uniform or a hierarchical mesh),  
tracking is necessary to avoid transmission of all node 
locations at each frame.  

A. Error Metrics 

Two of the error metrics used to compare the various image 
compression techniques are the Mean Square Error (MSE) and 
the Peak Signal to Noise Ratio (PSNR). The MSE is the 
cumulative squared error between the compressed and the 
original image, whereas PSNR is a measure of the peak error. 
The mathematical formulae for the two are  
Error E = Original image – Reconstructed image 

MSE = E / (Size of Image)          (1)                                   
  P S N R =2 0 lo g 10 (2 5 5/√MSE)    (2)                                    

 A lower value for MSE means lesser error, and as seen from 
the inverse relation between the MSE and PSNR, this 
translates to a high value of PSNR. Logically, a higher value 
of PSNR is good because it means that the ratio of Signal to 
Noise is higher. Here, the 'signal' is the original image, and the 
'noise' is the error in reconstruction. So, a compression scheme 
having a lower MSE (and a high PSNR), can be recognized as 
a better one. Wavelet-based coding is more robust under 
transmission and decoding errors, and also facilitates 
progressive transmission of images In addition, they are better 
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matched to the Human Visual System characteristics. Because 
of their inherent multi resolution nature [29], wavelet coding 
schemes are especially suitable for applications where 
scalability and tolerable degradation are important. Tables 1, 
and 2 summarizes the test results for different coding 
techniques. 

CONCLUSION 

In this paper, we performed a survey on various 
compression methods, coding techniques by classifying major 
algorithms, describing main ideas behind each category, and 
comparing their strength and weakness. Roos et al.; [10] 
modeled deformation as “motion” and employed BMA. This 
has resulted in reduction in performance as these schemes 
assume deformation due to translation only. But deformation 
of MR sequences is more complex than mere displacement. 
Hence scheme should be based on spatial transformation [19] 
as proposed by Teklap.As far as Mesh based compression is 
concerned research on single-rate coding seems to be mature 
except for further improvement on geometry coding. 
Progressive coding has been thought to be inferior to single-
rate coding in terms of the coding gain. However, high-
performance progressive codecs have emerged these days and 
they often outperform some of the state-of-the art single-rate 
codecs. In other words, a progressive mesh representation 
seems to be a natural choice, which demands no extra burden 
in the coding process. There is still room to improve 
progressive coding to provide better performance at a lower 
computational cost.. Another promising research area is 
animated-mesh coding and hybrid coding that was overlooked 
in the past but is getting more attention recently. For 3D 
medical data formed by image sequences large amount of 
storage space is required. Existing schemes for 3D Magnetic 
Resonance (MR) images, such as block matching method and 
uniform mesh based scheme are inadequate to model the 
motion field of the MR sequence as deformation within a 
mesh element may not be similar. Hence combination of 
Adaptive meshes [9] as proposed by Srikanth and object based 
3D encoding with 2D decoding [8 ] can be used and a hybrid 
scheme can be proposed and the coding can be done in such a 
way that it supports progressive transmission to achieve 
effective compression of MR Image sequences. Each of these 
schemes finds use in different applications owing to their 
unique characteristics. Though there a number of coding 
schemes available, the need for improved performance and 
wide commercial usage, demand newer and better techniques 
to be developed 
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