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Abstract 

Deploying the next generation Internet protocol (IPv6) over 
Fibre is facing an important challenge as the Fibre standard is 
failing to support IPv6 functionalities. In fact unlike the other 
standards Fibre optic links is based on  how to reduce the over 
head in terms of  header processing at  data link layer by 
removing CRC field  and  Transport layer in IPv6 packet 
format. As a result  the IPv6 packets over Fibre optic links 
standard shows that error handling can be performed at the 
network layer of ISO/OSI model instead of Data link layer and 
Transport layer. As a result our simulation results shows that 
error handling using IPv6 extension header at network layer 
has a smaller packer processing time as compared to error 
handling at data link layer and Transport layer in ISO/OSI. In 
this paper, we present different architectures to consider when 
deploying IPv6 packets over Fibre such as FIPv6.Also we 
point out challenges and solutions related to this deployment 
by focusing particularly on the role of FIPv6 impact on 
hardware and software, network layer error handling issues, 

challenges, facts etc. 
Index terms: FIPv6, IPv6, etc. 
 

I. Introduction 
 

In the last 20 years, the internet undertook a huge and 
unexpected explosion of growth [].There was an effort to 
develop a protocol that can solve problems in the current 
Internet protocol which is in the current internet protocol 
which is in Internet protocol version 4(IPv4).It was soon 
realized that the current internet protocol the IPv4, would be 
inadequate to handle the internet’s continued growth. The 
internet Engineering task force (IETF) was started to develop 
a new protocol in 1990’s and it was launched IPng in 1993 
which is stand for Internet Protocol Next Generation. So a new 
generation of the Internet Protocol (IPv6) was developed [7], 
allowing for millions of more IP addresses. The person in 
charge of Ipng area of the IETF recommended the idea of IPv6 
in 1994 at Toronto IETF[1].But mainly due to the scarcity of 

unallocated IPv4 address the IPv4 protocol cannot satisfy all 
the requirements of the always expanding Internet because 
however its 32 bit address space being rapidly 
exhausted[2]alternative solutions are again needed[3].It is 
reported that the unallocated IPv4 allocated IPv4 addresses 
will be used with 6 to 7 years short period[2].The Long term 
solution is a transition to IPv6[ 5]which is designed to be an 
evolutionary step from IPv4 where the most transport and 
application –layer protocol need little or no modification to the 
work. The deployment of NAT [3] can alleviate this problem 
to some extent but it breaks end to end characteristic of the 
Internet, and it cannot resolve the problems like depletion 
(exhaustion) of IPv4 addresses. 
 
1.1. Features of IPv6.  
The main reason for designing this new Internet 
protocol(IPv6) was the need to increase the number of 
addresses(address spaces).The IPv6 address was designed with 
a 128-bit address scheme instead of 32-bit scheme in IPv4.So 
the number of possible addresses in IPv6 is 3.4X1038 unique 
addresses.IPv6 will have enough to uniquely address every 
device (example Telephone, Cell phone,mp3 
player,hosts,routers,bridges etc) on the surface of earth with 
full end-to-end connectivity(about 32 addresses per square 
inch of dry land).In addition IPv6 is designed to support 
IPSec,Scalability,Multimedia transmissions,Security,Routing, 
Mobility, Real time applications like 
audio,Video,Cryptography techniques like encryption and 
Decryption, Large address space, Better support for QoS. 

1.2. Data Link and Transport layer error handling function. 
In this paper the performance of a network can be measured in 
terms of many ways by using transit time and the response 
time. The transit time (TT) can be defined as the amount of 
time for message to travel from one source node (end node) to 
destination node (another end node).Whereas the response 
time (RT) can be defined as elapsed time between an inquiry 
and response. Like any computer system, however computer 
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networks are also expected to perform well, since the 
effectiveness of computations distributed over the network 
often depends directly on the efficiency with which the 
network delivers the computation’s data. It is therefore 
important to understand the various factors that impact 
network performance. Network performance can be measured 
in two fundamental ways like bandwidth (Throughput) and 
Latency (delay).The bandwidth can be defined as the number 
of bits that can be transmitted over the network in a certain 
period of time. For logical process to process channels 
bandwidth is also influenced by the other factors like how 
many times the software that implements the channel has to be 
handling and possibly transform each bit of a data. First of all 
the bandwidth can be defined as the literally a measure of the 
width of a frequency band. The second one more important 

performance metric is latency. Latency corresponds to how 
long it takes a message to travel from one end of a network to 
the other. Latency can be measured strictly in terms of time. 
The Total latency (TL) is made up of three important 
components. 
Total Latency (TL) = Propogation+Transit+Queue.  
         Where Propagation=Distance/Speed of Light, and 
Transmit=Size/Bandwidth. 
Where Distance is the length of the wire over which the data 
will travel, Speed of light is the effective speed of light over 
that wire, Size is size of the packet, and Bandwidth is the 
bandwidth at which the packet is transmitted. Bandwidth and 
Latency combined to define the performance characteristics of 
a given channel. The fourth one more important characteristic 
feature is RTT (Round –trip time) which is defined as the 
“The packet which takes transit time in bidirectional manner”. 

 

Fig.1: An Exchange using the OSI model 

 

Fig.2: The Interaction between layers in the ISO/OSI model. 

1.3. Layered architecture. 
The OSI model is composed of  seven ordered layers, 
Physical(layer1),DataLink(layer2),Network(layer3),Transport(
layer4),Session(layer5),Presentation(layer6),Application(layer
7).To reduce the design complexity, computer networks 
follow a layered architecture[1].Each layer clearly defines 
based on the previous layers and has a set of well defined 
functions with clear cut boundaries .Also with layered 
architecture the implementation details of each layer is 
independent of other layers.Fig.2.shows  the layers involved 
when a message is sent from device A to device B.As a 
message travels from A to B it may pass through many 
intermediate nodes. These intermediate nodes usually involved 
only the first three layers of OSI model. Each layer defines a 
family of functions distinct from those of the other layers. By 

defining and localizing functionality in this fashion, the 
designers created an architecture that is both comprehensive 
and flexible. Most importantly the ISO/OSI model allows 
complete interoperability between otherwise incompatible 
systems. Within a single machine, each layer calls upon the 
services of the layer just below it. The processes on each 
machine that communicates at a given layer are called peer-to-
peer processes. The passing of the data and network 
information down through the layers of the sending device and 
back up through the layers of the receiving device is made 
possible by an interface between each pair of adjacent layers. 
Layers 1, 2 and 3–physical, data link and network are the 
network support layers. Layers 5, 6, and 7–session, 
presentation and application can be thought of as the user 
support layers. The upper OSI layers are almost always 
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implemented in software; lower layers are a combination of 
hardware and software except for the physical layer, which is 
mostly hardware. In Fig.1.which gives an overall view of the 
OSI layers, D7 means the data unit at layer 7.The process 
starts at layer 7,then moves from layer to layer in descending, 
sequential order. At each layer commonly a header or trailer 
can be added to the data unit. At each layer the packet is 
encapsulated with a header that contains control information to 
handle the data received at other side by the corresponding 
layer. This paper also states that how to take care of  error 
handling function very efficiently by reducing the overall 
packet processing time, and thus improve the transmission of 

IPv6 packets. This can be achieved by utilizing the 
characteristics or capabilities of the communication medium 
used to transfer data, and by improving the existing error 
handling mechanisms at the lower layer. In Data 
communication and networking and computer networks the 
errors are broadly divided into single bit error and Burst 
errors. The term single-bit error means that only 1 bit of a 
given data unit (such as a byte, character or packet)from 0 to 
1.The Fig.4.shows Burst error with Length 5.The most 
important common approaches to detect the errors are parity 
check(PC),Cyclic redundancy check(CRC) and 
Checksum.[17][19]. 

 

Fig.3: Single-bit error. 
  

 
Fig.4: Burst error of Length 5.  

 

Fig.5: Error Detection methods. 
 

The errors that are detected by either redundancy, parity 
check, or cyclic redundancy check, or checksum can be 
corrected by with two types of mechanisms called Automatic 
repeat request(ARQ),and Forward error correction(FEC).This 
paper is organized as follows: We briefly described 
Introduction to IPv6 in 4G networks and its on-going work in 
Section 1.We described,IPv6 transition in terms of 4G  in  
section-2.Section-3 clearly specifies related work meant for 
the translation of IPv4/IPv6 BD-SIIT a novel transition 
algorithms. Finally we concluded the whole paper in section 
4.The ISO/OSI and TCP/IP are the two most important 
popular network architectures that have been widely used. The 
ISO/OSI reference model has remained as a popular model for 

its simplicity, and clarity of its functions where the TCP/IP 
was a more working model that is popularly used over the 
Internet. The Fig.6.shows the Transport layer communication 
process. The data from the user on the sender side, passes 
through a series of layers before it is transmitted over the 
internet to reach the other machine(recipient side).On the 
receiver side data received by the Physical layer goes up to the 
application layer, by neglecting the header in each layer. It can 
be observed from the Fig.6.the original length of the data 
remains same, but the length of the header increases with each 
layer. 

II. Background and Related work. 
2.1. The ISO/OSI Packet Transmission 
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Fig.6: The Transport layer communication process.  
 

2.2. IPv6 Packet format and Ethernet Frame Format (IEEE 802.3)                       

                                                                       4+4 bits                    24 bits 

 

Fig.7: The IPv6 Packet format. 

The IPv6 packet consists of IPv6 base header, extension 
headers, and upper layer protocol data unit.IPv6 base header is 
of fixed size, and is of 40 bytes in length. Payload length may 
change due to the presence of extension headers. The IPv6 
packet format can also support for multiple extension headers 
and the use of extension header is optional. The IPv6 based 
header consists of 8 fields as shown in the Fig.7.Extension 
headers are inserted into the packet only if options are needed. 
All the 8 fields are processed according to their sequential 
order. The Fig.8.clearly shows an Ethernet format. The Ethernet 
is most easily and successful local area networking technology 
and is developed in the year 1970 by research innovators at the 

Xerox Palo Alto research center(PARC).It is also a working 
example of the more general CSMA/CD local area working 
technology. The Ethernet frame consists of 64 bits preamble(7 
Bytes of preamble and 1 Byte SFD)which allows the receiver to 
synchronize with the signal(which represents a sequence of 
alternating 0’s and 1’s).The Source and Destination addresses 
are represented with a 48 bits address. The length of protocol 
data unit is 16 bits and each contains up to 1500 bytes of data, 
minimally a frame must contain at least 46 bytes of data, even 
if this means the host has to pad the frame before transmitting 
it. One of the reasons for this smallest size frame must be long 
enough to detect a collision. 

                                                                                                                           46-1500 Bytes   

 

Fig.8: The Ethernet Frame Format. 
 

. 
2.3. Error handling aspects and its issues by using CRC in 
Data link layer. 
It should be clear by now that a major goal in designing error 
detection algorithms is to maximize the probability of 
detecting errors using only a small number of redundant bits. 
Cyclic redundancy checks can use fairly small mathematics to 
achieve this goal.CRC is one of the most popular error 
detection mechanism that is currently being used at data link 
layer. Cyclic codes are special linear block codes with one 
extra property. In a cyclic code if a code word is cyclically 
shifted then the result is another code word. For ex–if a 
1011000 is a code word and when cyclically left shifted then 
0110001 is also a code word. 

 

2.4. Cyclic redundancy check. 
CRC is a cyclic code method to correct errors in networks like 
LAN and WANs.CRC is a popular method used simple to 
implement in binary hardware, and easy to analyze 
mathematically and are particularly good at detecting common 
errors caused by noise in transmission channels. In our 
proposed method by removing CRC from the Ethernet frame 
format and fix it in the IPv6 packet format of the extension 
header at network layer of ISO/OSI model. The Fig.9.shows 
the novel IPv6 packet format [25]. 
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                Fig.9:IPv6 new packet format with CEH (Cyclic redundancy check Extension Header). 

2.5. Applications of CRC. 
1.Cyclic codes performing very good performance in detecting 
single-bit errors, double errors, an odd number of errors, and 
burst errors. 
2. CRC is easy to implement in hardware and software. 
3. CRC is very fast to correct errors when implemented in 
hardware. 
4. Cyclic code has made a good candidate for many networks 
[25] 

III.Deploying IPv6 over Fiber optic link. 
3.1. Introduction to Fiber optic links. 
Fibre optic link is a High speed serial interface technology that 
supports various upper layer protocols, including small 
computer system interface(SCSI) and IPv4.Fibre channel is a 
gigabit speed network technology, primarily used for storage 
networking.Fibre optic link is standardized  in the T11 
technical committee for information technology 

standards(INCITS) and ANSI accredited standards committee. 
The resources which belong to a Fibre optic links are called as 
nodes. Each resource connected to a network has one or more 
port addresses that connect to ports of other devices.Fibre 
optic links are implemented using any combination of the 
following three topologies. 
1. A point-to-point link between two port addresses. 
2. A set of ports interconnected by using a switching network 
called as Fibre. 
3. A set of ports interconnected with a loop topology. 
 
3.2. Types of Fibre optic link ports. 
Fibre optic ports are broadly divided into two types.1.Node 
port (N_port), 2.NL_port:-A node which is capable of 
operating in a loop topology using the loop specific 
protocols.3.Fabric port (F_port), 4.FL_port.4.Fibre optic link 
Frame format.

. 
 

 
SOF 

 
FC Header 

Data Field  
CRC 

 
EOF Optional Header(OH) Frame Payload. 

Fig.10.Fibre channel Frame format. 
 
The Fibre optic link format is depicted in Fig.10.The Start of 
Frame (SOF) and End of Frame (EOF) are special 
transmission Fibre link words that act as Frame delimiters. 
The CRC is 4 Octets long and uses the same 32-bit polynomial 
used in FDDI.The FC Header is 24 octets long and contains 
various fields associated with the identification and control of 
the data field. The data field is type variable size which ranges 
from 0 to 2112 octets and includes the user data in the Frame 
payload field and optional headers. The optional defined 
header contains ESP_Header, Network_Header, 
Association_Header, Device_Header etc. 
 
In this, paper we considered to place error detection in the 
network layer to check IPv6 whole packet including header 
and payload. The error detection (check) method used will be 
same as CRC method that is currently being used with the 

existing systems. The CRC extension header (CRCEC) is a 
new IPv6 extension header to handle error detection for the 
entire IPv6 packet shown in Fig.9.  

Simulation Scenario-1: The first simulation states that when 
sender generates an IPv6 packet, and the corresponding 
FIPv6EC (CRCEC) code to be inserted to the IPv6 packet 
format as CRCEC.The packet with CRCEH is sent through a 
network with a topology as mentioned in Fig.10.The routers 
are mainly used to connect sender host and a recipient host 
will not verify the FIPv6H (CRCEH) instead it will identify 
the next route of the packet. When the receiver upon receiving 
the packet will verify the CRCEH (FIPv6EH) in its network 
layer to check whether the packet is error free, and then 
deliver to the upper layers. If suppose the received packet 
contains an error it will be discarded and wait for 
retransmission [21].  
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Fig.10: Novel FIPv6EH Error detection model in Network Layer behalf of Data link and Transport Layer. 

Simulation-2: Second simulation also covers error control in 
data link layer, the sender generates the IPv6 packet without, 
any extension header inside. It is embedded in data link layer 
with header and trailer. The FCS in the trailer is actually CRC-
32 code generated from the whole frame. The Fig.10.shows 
when the intermediate node-1 which is also called router-1 
receives a packet, and verifies the CRC code inside, when the 
verification process generated no code in the packet then only 
the packet is processed to next router-2 of a network layer. 

Each time the bad packets are rejected and then the receiving 
station will be waiting for the retransmission of a packet. This 
process will continue in all the intermediate routers, which 
connects the sender with receiver. We have analyzed from the 
simulation-1 and Simulation-2 there is no error control in data 
link layer and Transport layer and it takes place only at the end 
workstations, and will not be done at every routers. The 
Fig.11.clearly specifies what IPv6 is over Fibre

. 

 

                                                                       Fig.11:IPv6 over Fibre. 

 
 
 

IV. Effectiveness Evaluation Metrics and Simulation 
Parameters. 

 
In this paper we have calculated two performance evaluation 
metrics like throughput, end-to-end delay. The throughput can be 
calculated as follows. The throughput is a measure of how fast 
we can actually send data through a network. Although at first 
glance throughput and bandwidth in bits per second seem the 
same, but totally there are different. The bandwidth is a total 
measurement of a link; the throughput is an actual measurement 
of how fast we can send data. We measured the throughput 
performance metric value in order to find out the rate of received 
and processed data at the router (intermediate device) during the 
time of simulation. The mean throughput for a sequence of 
packets of specific size can be calculated by using the formula. 
                  

‐‐‐‐‐ (1) 

              Whereas  

                    Thri=Paccept/Pcreated*100 %----( 2) 

where  Paccept =Packet accepted and Pcreated=Packet created. 
Where Thri is the throughput value when the packet “i” is 
accepted at the intermediate device like router. and “n” is the 
total number of packets received packets at the router, and Prec 

 

 is the number of received packets at router and Pcrea is the 
number of packets created by the source hosts, and the mean 
throughput is the mean value for each communication. 
 

Latency (Delay): 
The latency or delay defines how long the entire message takes 
to completely arrive as at the destination from the time the first 
bit is sent out from the source. Therefore we can conclude 
latency is made up of four important components: Propagation 
time, Transmission time, Queuing time and Processing delay. 
 
Delay = Propagation time (Pt) +Transmission time (Tt) + 
Queuing time (Qt) +Processing delay (Pd). 
Where Pt=Distance/Propagation speed. 
Transmission Time =Message Size/Bandwidth. 

   Queuing time=Time needed for each Intermediate or n devices 
to hold the message before it can be processed   
 
5.1. Simulation Results. 
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The below Table-1 shows the Simulation results that are mainly 
used to calculate, the Performance measurements using the NS-2 
Simulator. The Simulation parameters   as shown below.   
 

 
 
 
 

Simulation Parameters Value 
1.Buffer Size 200 packets 
2.Delay 5ms 
3.Pay load size 100 Bytes 
4.Vary traffic load 6~ 150 nodes. 
5.Queue management Scheme Drop tail 

           Table-1: Simulations parameters in NS-2. 
 
5.1.1. Calculation of processing Time of CEH. 
The Fig.12. Shows that CEH totally dependent on the existing 
CRC-32 generator code which is standardized by IEEE 802.3 
for Ehernet.It also clearly specifies rapport which exists 
between the Processing time of IPv6 packets with CEH and 
IPv6 packet size. By analyzing Fig.12.It can be seen that the 
processing time of IPv6 with CEH increases with the IPv6 
packet length. The Figure.13.shows that there various 

differences between processing time  required for the first 
IPv6 packet and the correlation exists  between processing 
time and a packet sequence shows that it is negative 
exponential.ie the  processing time of successive packets is 
smaller both sender side and receiver side. 
 
 

   

 
 

Fig.12.Calculation of processing time of IPv6 Vs CEH. 
 
 

 
Fig.13.Comparison and Contrast between Transmissions between CEH vs. FCS Transmission Time. 
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V. Issues, Challenges, Impact of IPv6 over Fibre on 

Hardware and Software. 
5.1. Challenges of IPv6 over Fibre (FIPv6) 
1. To minimize the header overheads by handling efficiently 
similar or redundant functionalities among layers. 
2. To maximize the performance of data transmission in terms 
of packet data rate, throughput, and bandwidth utilization. 
3. To maximize the efficiency of operations for data 
transmission. 
4.To propose a new new frame work by simplifying the 
existing network models like ISO/OSI and TCP/IP model 
through possible changes in data link layer and network layer. 
5. By collapsing data link layer and network layer for similar 
functions and try to eliminate redundant functions. 
6. It is also possible to enhance performance of IPv6 packet 
transmission in terms of frame rate, throughput and 
bandwidth. 
7. To Simplify the ISO/OSI layered architecture by reducing 
the size of the data link layer header or removing it completely 
[21]. 

 
5.2. Necessity of IPv6 over Fibre.  
1. Ellimination of MAC addresses. 
2. Discard data Link layer. 
3. No framing process. 
4. Increase speed transfer. 
5. Reduce worm and virus outbreak. 
6. Efficiency can be increased and Buffering can be reduced.  
7. ARP currently being used is not required. 
8. Data is encapsulated into many headers. 

        9.26 bytes of Data Link Layer header for each frame. Max 
data size in each frame is 1500 bytes. Some amount  
        Of frame size is allocated for the headers and it is waste of 
bandwidth [21]. 

 
5.3. Impact of IPv6 over Fibre on Hardware. 
The impact of IPv6 over Fibre can updates some of the 
changes in hardware. The following are some of the changes 
in IPv6 over Fibre. 
1. Only drivers can be re-written for NIC.No changes required 
for manufacturing NIC. 

2. Layer 2 switches will be obsolete or will have to run dual 
stack. 
3. Layer 3 switches will experience faster packet processing 
4. Routing Table will consist of IPv6 Address and smaller 
routing table entry. 
5. No MAC address to IP mapping is required resulting in 
router performing faster and more efficient [21]. 
 
5.4. Impact of IPv6 over Fibre on Dual Stack.  
1. Once a new architecture is in its place, a dual stack is 
required to process the packets transmitted from both current 
architecture as well as new architecture. 
2. The initiated protocol will automatically choose the 
appropriate stack. 
3. This will be an international standard to be used by all 
Internet applications especially for real time applications. 

 
VI. Conclusions. 

A comprehensive research has been carried out on the 
enhanced performance of IPv6 over Fibre.This research is just 
a very good attempt to show the current scenario of the impact 
of the role of IPv6 over Fibre.In this paper we have presented 
innovative ideas, facts, and research challenges related to IPv6 
packets over Fibre optic links. The proposed teaches us how 
we can do error handling only in network layer instead of data 
link and transport layer in ISO/OSI reference model by 
utilizing the capabilities and various features of the IPv6 
protocol  and the salient features of High speed data networks 
communication medium namely IPv6 over Fibre.The proposed 
concept would increases the network performance of IPv6 
packet transmission and it also reduces the overhead in terms 
of header processing at data link layer and transport layer. The 
error handling concept in transport layer takes place from 
process to process where as in data link layer it takes place 
from node to node between sender and receiver host. 
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