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   Abstract— Making of suggestion of items using user’s 
feedback creates some problems in the actual ranking of 
the items. It populates some items while it suppresses 
some others. In short, it affects the original popularity 
of the items. Our goal in this paper is to make a 
suggestion of the items and rank them according to 
true/original popularity. We use some ranking and 
suggesting algorithms in order to achieve our goal. Our 
result provides a very effective performance which gives 
a true popularity of the items. 
 
Keywords – suggestion; ranking; user feedback; social 
tagging. 
 
 

I. INTRODUCTION 
 
     Suggestion is a list of items presented to the users. 
This is made based on the user’s feedback. The users 
give their preference of items (feedback) and use 
them in the ranking of items. The main aim of this 
paper is to learn the true popularity of items and 
suggest them to the user. 
 
     Item mentioned here can be anything like files, 
documents, search query keywords etc. A more 
specific application of this system is that of tagging 
where items are tags applied to the content e.g. photo 
(in fickr), web pages (in delicious) and video (in 
youtube) etc.. The users can choose the appropriate 
tags for an information object based on their 
preference. The existing tagging system is based on 
the history of tagging. The figure 1 shows a tagging 
system in delicious.com where the information object 
“http://www.e-pao.net” is tag with items i.e., 
Manipur, news, chat, e-pao, e-friends. Suggested 
items and popular items are also provided. Users can 
select items from suggestion or popular sets or create 
own tag items. 
 
     Suggestion of items to the users becomes 
complicated in the popularity of items. The user tends 
to select items from the suggested list more 
frequently. It is because of  (1) Bandwagon (the user 
conform the choice of other users) (2) least effort 
(selecting from the suggested items is more easier 
than to think another alternative) (3) Conformance in 

vocabulary (no need to write whole word correctly). 
So the suggestion can skew the popularity over items 
[13]. In figure 2, the chart shows the disorder created 
by the suggestion. The item “news” becomes more 
popular if the item is suggested frequently. We see 
that suggesting popular item creates some problems 
in the popularity of the items, then why we made 
suggestion? There are lots of reasons; say it recalls 
what the candidate items are. 
      
     In order to remove this popularity skewness, we 
have to suggest whole items; which is not possible 
practically because of (1) limited user interface, (2) 
ability of the users to access little content, (3) not 
necessary to suggest less popular items. So the 
number of suggested items is fixed to small number, 
here we use seven items in the suggestion set. 
 
     In this paper, our goal is to prepare some 
algorithms for ranking and suggesting so that it 
enables to learn the users’ true preference over items. 
The true preference is the user preference over items 
without any exposure to any suggestions. 

 
     In the remaining sections of the paper, we define 
the problem more precisely (section II), related works 
are discussed (section III), our ranking and 
suggesting algorithms (section IV), a summary of our 
results (section V), our numerical results (section VI), 
and we conclude our paper (section VII). 
 

II. PROBLEM AND USER’S CHOICE MODEL 
 
     Here in this section we precisely formulate the 
problem of ranking and suggesting items, and define 
a user’s choice model. 
 
A. Assumption and Problem Formulation 
 
     Let we consider the users select items from the set 
Z= {1, 2, 3,…, z} which is the collection of all items, 
where Z > 1. Then t = {t1, t2, t3, … tz} be the users’ 
true preference over the set Z. The ti  is the portion of 
the users who select the item i. The true popularity 
score ti are such that (1) ti  is positive number, (2) 
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items are arranged such that t1≥ t2 ≥ t3 ≥ … ≥ tz   (3) t 
is normalized i.e., t1 + t2 + t3 + …+ tz = 1. 
 
     The algorithm is formed by two rules i.e., ranking 
rule (the rule is to update the ranking scores of the 
items) and suggestion rule (the rule that specifies 
what item or set of items to be suggested to the users. 
We assign a fixed suggestion set size to s. let r = {r1, 
r2, r3, … rz} is the set of rank scores obtained from 
the algorithms. 

Figure 1.  User tag entry form. The suggested tags are presented to 
the users.     

 
     The objective is to learn true popularity ranking of 
items which means the ranking produced by ranking 
scores r(p) at the time p is the proportional to that 
produced by true popularity ranking scores t, i.e.,  ti ≥ 
tj   ri ≥ rj  for any two items i and j. 
 
     We define the precision of set S of size s  [11], 
[14] given by 
 

   Prec(S) =  
s

ttSi si |}:{|                                

(1)                                                  
 
B. User’s Choice Model 
  
    In this model, the user can choose items either 
from suggestion set with probability ps or from entire 
set of items by sampling with probability of 1-ps. The 
user’s choice axiom was introduced by Luce [8] and 
also related to Luce – Shepard model [9], [1]. 
 

 
 

Figure 3. User’s Choice Model 

 
 

III. . RELATED WORKS 
 
     The way a user feed his/her choice is related to 
approval voting [5] where the users can select their 
desired candidate  

           
 

Fig. 2. Item popularity is boosted due to suggestion. 

 
from a list of electing candidates. Suggestion in this 
paper is related to the way recommendation is made 
[6] where some popular things are presented to the 
users. Suggestion made some reinforcement in the 
popularity order which can be seen in preferencetial 
attachment [2]. Bandwagon and Underdog affects the 
voting results; see simon [12]. Our paper is related to 
the mathematical learning problem of the multiarmed 
bandit type [7] where each user is presented with an 
item that is selected by this user with probability 
specific to this item. A better rule to decide which 
item to present was founded by Lai and Robbin [7] to 
allow presenting more than one item. Entrenchment 
problem studied by Pandey et al [10] and Cho et al 
[3] gives a way where the search engine result lock 
down to a set of popular URLs. Imitation probability 
involved in this paper is related to the work of 
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Suchanek at al [13] for his finding of imitation rate. 
Finally we study on the social tagging system, Golder 
and Huberman [4].  
 

IV. ALGORITHMS 
 
      In this section, we are going to present some 
algorithms for ranking and suggesting items which 
give a near approximate result of true popularity. 
 
A. Base Algorithm (BA) 
 
     It is very simple and foundation of all ranking and 
suggestion algorithms. It contains algorithm both for 
ranking and suggestion. It is given as follow: 
 
Init ci = 0 for each i item 
      If item i is selected : 
           ci ← ci +1 
           S ← a set of s items with largest c values 
 
      Ranking is made on the number of selection of 
items in the past. If an item i is selected then its count 
i.e., ci is incremented by 1. Initially all the items’ 
count ci = 0 for each item i. The suggestion set S 
containss s items. 
B. Ranking Algorithm (RA) 
 
     This algorithm is similar to the above algorithm 
i.e., base algorithm where the count of an item is 
incremented by 1 whenever that item is selected. The 
algorithm is as follow: 
 
 

Init ci :=0 for each item i 

At the pth  item selection: 
     If item i is selected : 
  ci ← ci + 1 
  ri ←  ci / p 

 
     The ranking score is obtained from the counter of 
that item divided by p.  It updates the ranking score 
of the item when the user selects it from the 
suggestion set or entire set of items. 
 
 
C. Suggestion Algorithms 
      
     We present two algorithms for suggesting popular 
item.  
 
1)   Suggestion Algorithm 1 (SA1) 
 
      It is a randomized algorithm which updates 
suggestion set items iteratively. It updates suggestion 

set when a user selects an item which is not in the 
suggestion set. The algorithm is as follows: 
 
     At  pth item selection  
          If i item is selected and i is not in suggestion 
set, S 
              Randomly remove an item from S 
              Add i to S 
 
     Randomly removal of item from the suggestion 
set gives a chance to the less popular items to become 
popular. It does not require any counter to update 
suggestion set. The main feature of this algorithm is 
that it suggests last used item. Any item would 
frequently enter into the suggestion set provided only 
when the user select it frequently with positive 
probability. It does not properly maintain true 
popularity in the suggestion set as it allows entering 
less popular item into S. 
 
 
2) Suggestion Algorithm 2 (SA2) 
 
     Our next algorithm for suggesting popular items is 
very much similar to the previous one except it has a 
counter. The algorithm checks the counter of the 
selected item with the counters of each item in the 
suggestion set. If the selected item’s counter is 
enough suitable to suggest, then the algorithm 
remove one item from suggestion set S randomly and 
add that new item to S. 
 
 
Init: Ni :=0 for each item i  
    At   pth  item selection 
         If i is selected and i not in S 
             Ni ← Ni  + 1 
             If Ni  greater than any N values of items in S 
                  Randomly remove one item from S 
                   Add i to S  
 
     The counter Ni is incremented whenever the item i 
is selected but not suggested to the user. Moreover, a 
selected item that was not suggested does not 
immediately  qualify to enter into suggestion set (as 
in suggestion algorithm 1) but only if its counter 
exceeds that of any item that is already in the 
suggestion set. 
 
 

V. ANALYTICAL RESULTS 
 
     In this paper we present some algorithms for 
ranking and suggesting items. All these algorithms 
are based on the user’s feedback. In this section we 
analyze these algorithms one by one. 

ISSN : 0975-3397 989



Huidrom Romesh Chandra Singh et. al. / (IJCSE) International Journal on Computer Science and Engineering 
Vol. 02, No. 04, 2010, 987-992 

 

 
     First we take the base algorithm which suggests a 
fixed number of the topmost popular items, and this 
algorithm fail to learn the true popularity of item if 
the imitation probability is sufficiently large. There is 
a threshold on the imitation probability below which 
the algorithm shows true popularity, and otherwise 
this may not hold. The threshold is a function of the 
suggestion set size s and true popularity rank score t.  
 
     The threshold imitation is given by, 
 

     rthres (t,s) =
),(1

),(
min

0 jia

jia
zsi 

                                              

(2) 
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     Suppose the imitation probability is ps < 1, the top 
popular ranking are induced by ranking score which 
is given by 
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     Our randomized suggestion algorithms recursively 
update the suggestion set based on the item selected 
by users. The suggestion algorithm 1 (SA1) biases to 
show recently used items in the suggestion set. It 
does not require any counter for updating suggestion 
set. Under the user’s choice model, for any imitation 
probability smaller than 1, the algorithm guarantees 
the frequencies of item selections give a popularity 
ranking that is proportional to the true popularity 
ranking. The main disadvantage is that if an item is 
selected at some frequency then it appears in the 
suggestion set in the same frequency. It boots the 
popularity of that item. 
 
     The frequency at which an item i is suggested fi 
has the following properties: (1) the larger the item 
true popularity ri , the larger the frequency fi , and (2) 
the frequency f, is sublinear in ti i.e., fi / ti ≤ fj / tj , for 
any items i and j such that ti ≥ tj. 
 
     If we combine with ranking algorithm, the limit 
ranking scores induce the true popularity ranking i.e., 
 
       ti ≥ tj     ri(p) ≥ rj(p) , for sufficiently large p. 
 

      Next is suggestion algorithm 2 (SA2) which is 
designed to suggest only popular items. It allows 
suggesting a new item if and if only it is likely to be 
more popular than atleast one item already in the 
suggestion set. It has a counter which is incremented 
by 1 when user selects that item which is not 
selected. Use of this counter is to mitigate the 
popularity biases. We show that it tends to display 
only sufficiently popular items with respect to their 
true popularity and fully determine this set of items in 
term of the suggestion set size and true popularity 
rank score of items. 
 
     The algorithm tends to suggest only a subset of 
sufficiently true popular items (“competing set”). It is 
characterized as follows: 
 
  1.   Competing set. Suppose a subset of items {1, 2, 

3, … c’} are suggested with strictly positive 
probability, where c’ is larger integer i such 

that      s ≤ i ≤ z and )()1( th
i

s
t ii   

2.      Frequency. The frequency at which an item is 
suggested: 
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     In summary, both suggestion algorithms are 
simple, lightweight with respect to storage and 
computation. There is no specific system 
configuration except suggestion set size. 
 
 

VI. NUMERICAL RESULTS 
 

     In this section, all the numerical results are 
analyzed and  
depicted in more favourable graphical format. 
 
DATA COLLECTION. We collect data from the 352 
students. The item here is food item name available 
in hostel mess menu list. We collect data in four 
phases; first we collect students’ choice of food 
without any suggestion. In the next second, third, and 
fourth, we again collect using BA, SA1 and SA2 
algorithms respectively. We get 7032 food item 
selections from these phases. Figure 4 summarizes 
for choosing an effective suggestion set size. 
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Figure 4. The graph shows the median ratio of the rank i score and 
rank 1 score of samples obtained for each student. 

 
     We observed that more exponential decay of the 
graph from rank 1 to 7 as compared from 7 to 24 
rank. This provides a justification for limiting the 
suggestion set to 7 items. 
 
LEARNING TRUE POPULARITY. True popularity 
refers to the popularity ranking obtained without any 
suggestion. In our paper, we used three algorithms 
for suggesting popular item to the users. In Figure 5. 
Shows that Base Algorithm (BA) and Suggestion 
algorithm 1 (SA1) are not suitable for obtaining true 
popularity while Suggestion Algorithm 2 (SA2) 
graph is proportional to that of true popularity.  
 

 
 

Figure 5. Rank scores obtained from all suggesting algorithms. 

 
      In Figure 6 (a), (b), and (c) show comparison 
between different algorithms and true popularity. The 
BA and SA1 graphs do not show proper decay as 
compared to true popularity graph. So they are not 
suitable to represent true popularity of items. SA2 
graph i.e. Figure 6 (c) shows the best result as it 
declines with respect to true popularity. 
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Figure 6. (a) Comparison between True popularity and BA 
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Figure 6. (b) Comparison between True popularity and SA1 
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Figure 6. (c) Comparison between True popularity and SA2 

 
VII. CONCLUSION 

 

     We present simple algorithms for suggesting true 
popular items. There are some limitations on these 
algorithms, say BA fails to show true popularity 
when the imitation probability is higher than its 
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threshold value. SA1 suggests less popular items if 
the user select them. SA2 with our ranking algorithm 
confine to display only sufficiently popular items. It 
removes the reinforcement in the popularity order 
due to suggestion, i.e., it maintains the true popularity 
of items. 
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