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Abstract---Now, peoples are interested in analyzing log files which 
can offer valuable insight into web site usage. The log files shows 
actual usage of web site under all circumstances and don’t need 
to conduct external experimental labs to get this information. 
This paper describes the effective and complete preprocessing of 
access stream before actual mining process can be performed. 
The log file collected from different sources undergoes different 
preprocessing phases to make actionable data source. It will help 
to automatic discovery of meaningful pattern and relationships 
from access stream of user. 
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I. INTRODUCTION 

Data mining involves the study of data-driven techniques to 
discover and model hidden patterns in large volumes of raw 
data. The application of data mining techniques to Web data is 
referred to as Web data mining. Web data mining can be 
divided into three distinct areas: Web content mining, Web 
structure mining and Web usage mining. Web content mining 
involves efficiently extracting useful and relevant information 
from millions of Web sites and databases. Web structure 
mining involves the techniques used to study the Web pages 
schema of a collection of hyper-links. Web usage mining on 
the other hand, involves the analysis and discovery of user 
access patterns from Web servers logs in order to better serve 
the user’s needs. 

  
Web usage mining is automatic discovery and analysis of 

patterns in click stream and associated data collected or 
generated as a result of user interactions with Web resources 
on one or more Web sites. Web usage mining process can be 
divided into three inter dependent stages: data collection and 
pre-processing, pattern discovery, and pattern analysis shown 
in figure 1. 

 
Figure 1.  Web usage mining process 

II. PRE-PROCESSING 

The data preparation process is often the most time 
consuming and computationally intensive step in the Web 
usage mining process. The process may involve pre-
processing the original data, integrating data from multiple 
sources, and transforming the integrated data into a form 
suitable for input into specific data mining operations. This 
process is known as data preparation. 

 

A. Data Collection 

 
The primary data sources used in Web usage mining are the 

server log files, which include Web server access logs and 
application server logs. An additional data may be available 
from client-side or proxy-server. The content data in a site is 
the collection of objects and relationships that is conveyed to 
the user. The structure data represents the designer’s view of 
the content organization within the site. This organization is 
captured via the inter-page linkage structure among pages, as 
reflected through hyperlinks. The operational database for the 
site may include additional user profile information. 

 

B. Field Extraction 

 
The very important task which is required in all the 

preprocessing phase is known as field extraction. The logs file 
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containing log entry which represents the single click stream. 
The log entry contains various fields which need to be separate 
out for the further processing. The process of separating 
various fields from the single line of the logs file is known as 
field extraction. In Java, field extraction is down using 
methods of String class. There are two ways to extract field, 
first is reading character by character up to the field separator. 
The second way is using substring method and index of 
method in the String class. The server used different characters 
which work as separator. The most used separator character is 
‘,’ or ‘space character’.  

 

 
Figure 2.  Java source code for field extraction. 

 

C.  Merging 

 
All the log files (LF) collected from different sources are 

put together in joint log file L. There is slight improvisation in 
merging process as it is not alone merging process but at the 
same time it will sort the entries. So it reduces the time and 
resources to apply and implement separate algorithm to sort 
such huge log entries. 

The merging and sorting problem is formulated as “Given 
the set of log files Lf={l1,l2,l3,….lm} are merged into single 
log file L”. The data variables required to store the values are 
an array and some temp variables. 

 
Improvised Merging Algorithm 

 

1. Open all log files Lf={l1,l2,l3,….lm} 
2. Read the first entry of all log files and set ptr to  
    beginning. 
3. Store the file ptr and time into array 
4. Sort the array in ascending order by time 
5. if there are more than one item in array 
    do 
    Read entry from file contain in array[0] until end of file 
    Extract the time (tr) from the entry 
    Compare the time with time (t1) of second item in       
     array[1] 
     If tr > t1 then 
 Add the entry in L 
      Else 
 Store the entry in the temp 
 Swap the position by time 
     Repeat 
6. Copy the reaming entry of array[1] into L 
 

D.  Cleaning 

 
Data cleaning is usually site-specific, and involves tasks 

such as, removing extraneous references to embedded objects 
that may not be important for the purpose of analysis, 
including references to style files, graphics, or sound files. The 
cleaning process also may involve the removal of at least some 
of the data fields. The status code return by the server is three 
digit number. There are four class of status code: Success (200 
Series), Redirect (300 Series), Failure (400 Series), Server 
Error (500 Series). The most common failure codes are 401 
(failed authentication), 403 (Forbidden request to a restrict 
subdirectory, and the dreaded 404 (file not found) messages. 
Such entries are useless for analysis process and therefore they 
are cleaned form the log files. 

 

E.  Conversion 

 
The log file is simple text file contain various parameters 

like client IP address, client name, date, time, instant name, 
server name, server IP, status codes , method and page name. 
Web server generate a log entry for every page (hyper link 
clicked by user) viewed by user.  The log format of IIS web  
server is shown in figure 3. 

 

 
Figure 3.  IIS log format 

The TransLog algorithm convert such log file into Access 
table or Oracle table which is further useful for data mining 
and other action. The TransLog algorithm gives the actionable 
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data. It transform the data contain in simple text file to table. 
The TransLog algorithm is given below. 

 
Improvised TransLog Algorithm 

 
1. Create a table to store log entries 
2. Open a database connection and create a statement object 
3. Open log file L 
4. Read an entry form L until end of file 
5. Separate out the items in the string log entry  
6. Convert the some of the items to corresponding data  
    formats 
7. Add all items into the table and repeat 4 to 7 
8. Close database connection and log file F 

 
The above TransLog algorithm is implement in Java and it is 
shown in figure 4.  

 

 
Figure 4.  TransLog utility window. 

The access table yield by above algorithm is shown below in 
fig 5. 
 

 
Figure 5.  Table generated by TansLog utility 

F. Session Identification  

 
Sessionization is the process of segmenting the user activity 

record of each user into sessions, each representing a single 

visit to the site. The goal of a sessionization heuristic is to re-
construct, from the click stream data, the actual sequence of 
actions performed by one user during one visit to the site. 

 

III. CONCLUSIONS 

An important task in any data mining application is the 
creation of a suitable target data set to which data mining and 
statistical algorithms can be applied. This is particularly 
important in Web usage mining due to the characteristics of 
click stream data and its relationship to other related data 
collected from multiple sources and across multiple channels. 
The data preparation process is often the most time consuming 
and computationally intensive step in the Web usage mining 
process, and often requires the use of special algorithms and 
heuristics not commonly employed in other domains. 

 
Web usage mining has emerged as the essential tool for 

realizing more personalized user-friendly and business-
optimal Web services. Advances in data pre-processing, 
modeling, and mining techniques, applied to the Web data, 
have already resulted in many successful applications in 
adaptive information systems, personalization services, Web 
analytics tools, and content management systems. As the 
complexity of Web applications and user’s interaction with 
these applications increases, the need for intelligent analysis of 
the Web usage data will also continue to grow. Web usage 
analysis is used to understand the relationship of user and item 
which exist in the particular sessions However, without the 
benefit of deeper domain knowledge, such patterns provide 
little insight into the underlying reasons for which such items 
or users are grouped together. Thus, a focus on techniques and 
architectures for more effective integration and mining of 
content, usage, and structure data from different sources is 
likely to lead to the next generation of more useful and more 
intelligent applications, and more sophisticated tools for Web 
usage mining that can derive intelligence from user 
transactions on the Web. 
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