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Abstract— Mobile ad hoc networks (MANETs) are autonomously 
self-organized networks without infrastructure support. In a 
mobile ad hoc network, nodes move arbitrarily; therefore the 
network may experience rapid and unpredictable topology 
changes. Because nodes in a MANET normally have limited 
transmission ranges, some nodes cannot communicate directly 
with each other. Hence, routing paths in mobile ad hoc networks 
potentially contain multiple hops, and every node in mobile ad 
hoc networks has the responsibility to act as a router. This paper 
is a survey of active research work on routing protocols for 
MANET. 
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I.  INTRODUCTION  

Active research work for MANETs is carrying on mainly in 
the fields of Medium Access Control (MAC), routing, resource 
management, power control, and security. Because of the 
importance of routing protocols in dynamic multihop networks, 
a lot of MANET routing protocols have been proposed in the 
last few years. Considering the special properties of MANET, 
when thinking about any routing protocol, generally the 
following properties are expected, though all of these might not 
be possible to incorporate in a single solution. 

 A routing protocol for MANET should be distributed 
in manner in order to increase its reliability. 

 A routing protocol must be designed considering 
unidirectional links because wireless medium may 
cause a wireless link to be opened in unidirection only 
due to physical factors. 

 The routing protocol should be power-efficient. 

 The routing protocol should consider its security. 

 A hybrid routing protocol should be much more 
reactive than proactive to avoid overhead. 

 A routing protocol should be aware of Quality of 
Service (QoS). 

A. Classification of Routing Protocols for MANET 

MANET routing protocols could be broadly classified into 
two major categories: Proactive and Reactive. 

Proactive Routing Protocols: Proactive protocols 
continuously learn the topology of the network by exchanging 
topological information among the network nodes. Thus, when 
there is a need for a route to a destination, such route 
information is available immediately. If the network topology 
changes too frequently, the cost of maintaining the network 
might be very high. If the network activity is low, the 
information about actual topology might even not be used.  

Reactive Routing Protocols: The reactive routing protocols 
are based on some sort of query-reply dialog. Reactive 
protocols proceed for establishing route(s) to the destination 
only when the need arises. They do not need periodic 
transmission of topological information of the network. 

Hybrid Routing Protocols: Often reactive or proactive 
feature of a particular routing protocol might not be enough; 
instead a mixture might yield better solution. Hence, in the 
recent days, several hybrid protocols are also proposed. 

Based on the method of delivery of data packets from the 
source to destination, classification of MANET routing 
protocols could be done as follows: 

 Unicast Routing Protocols: The routing protocols that 
consider sending information packets to a single 
destination from a single source. 

 Multicast Routing Protocols: Multicast is the delivery 
of information to a group of destinations 
simultaneously, using the most efficient strategy to 
deliver the messages over each link of the network 
only once, creating copies only when the links to the 
destinations split. Multicast routing protocols for 
MANET use both multicast and unicast for data 
transmission. 

Multicast routing protocols for MANET can be classified 
again into two categories: Tree-based multicast protocol and 
Mesh-based multicast protocol. Mesh-based routing protocols 
use several routes to reach a destination while the tree-based 
protocols maintain only one path. 
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II. PROPOSED PROACTIVE ROUTING PROTOCOLS: MAJOR 

FEATURES 

A. Dynamic Destination-Sequenced Distance-Vector Routing 
Protocol (DSDV) 

DSDV[1] is developed on the basis of Bellman–Ford 
routing[2]algorithm with some modifications. In this routing 
protocol, each mobile node in the network keeps a routing 
table. Each of the routing table contains the list of all available 
destinations and the number of hops to each. Each table entry is 
tagged with a sequence number, which is originated by the 
destination node. Periodic transmissions of updates of the 
routing tables help maintaining the topology information of the 
network. If there is any new significant change for the routing 
information, the updates are transmitted immediately. So, the 
routing information updates might either be periodic or event-
driven. DSDV protocol requires each mobile node in the 
network to advertise its own routing table to its current 
neighbors. The advertisement is done either by broadcasting or 
by multicasting. By the advertisements, the neighboring nodes 
can know about any change that has occurred in the network 
due to the movements of nodes. The routing updates could be 
sent in two ways: one is called a ‘‘full dump’’ and another is 
‘‘incremental.’’ In case of full dump, the entire routing table is 
sent to the neighbors, where as in case of incremental update, 
only the entries that require changes are sent. 

B. Wireless Routing Protocol (WRP) 

WRP[3] belongs to the general class of path-finding 
algorithms [2,4,5], defined as the set of distributed shortest-
path algorithms that calculate the paths using information 
regarding the length and second-to-last hop of the shortest path 
to each destination. WRP reduces the number of cases in which 
a temporary routing loop can occur. For the purpose of routing, 
each node maintains four things: 1. A distance table 2. A 
routing table 3. A link-cost table  4. A message retransmission 
list (MRL). WRP uses periodic update message transmissions 
to the neighbors of a node. The nodes in the response list of 
update message (which is formed using MRL)  should send 
acknowledgments. If there is no change from the last update, 
the nodes in the response list should send an idle Hello 
message to ensure connectivity. A node can decide whether to 
update its routing table after receiving an update message from 
a neighbor and always it looks for a better path using the new 
information. If a node gets a better path, it relays back that 
information to the original nodes so that they can update their 
tables. After receiving the acknowledgment, the original node 
updates its MRL. Thus, each time the consistency of the 
routing information is checked by each node in this protocol, 
which helps to eliminate routing loops and always tries to find 
out the best solution for routing in the network. 

C. Cluster Gateway Switch Routing Protocol (CGSR) 

CGSR [6] considers a clustered mobile wireless network 
instead of a ‘‘flat’’ network. For structuring the network into 
separate but interrelated groups, cluster heads are elected using 
a cluster head selection algorithm. By forming several clusters, 
this protocol achieves a distributed processing mechanism in 

the network. However, one drawback of this protocol is that, 
frequent change or selection of cluster heads might be resource 
hungry and it might affect the routing performance. CGSR uses 
DSDV protocol as the underlying routing scheme and, hence, it 
has the same overhead as DSDV. However, it modifies DSDV 
by using a hierarchical cluster-head-to-gateway routing 
approach to route traffic from source to destination. Gateway 
nodes are nodes that are within the communication ranges of 
two or more cluster heads. A packet sent by a node is first sent 
to its cluster head, and then the packet is sent from the cluster 
head to a gateway to another cluster head, and so on unti lthe 
cluster head of the destination node is reached. The packet is 
then transmitted to the destination from its own cluster head. 

D. Global State Routing (GSR) 

In GSR protocol [7], nodes exchange vectors of link states 
among their neighbors during routing information exchange. 
Based on the link state vectors, nodes maintain a global 
knowledge of the network topology and optimize their routing 
decisions locally.  Functionally, this protocol is similar to 
DSDV, but it improves DSDV in the sense that it avoids 
flooding of routing messages. 

E. Fisheye State Routing (FSR) 

FSR [8] is built on top of GSR. The novelty of FSR is that 
it uses a special structure of the network called the ‘‘fisheye.’’ 
This protocol reduces the amount of traffic for transmitting the 
update messages. The basic idea is that each update message 
does not contain information about all nodes. Instead, it 
contains update information about the nearer nodes more 
frequently than that of the farther nodes. Hence, each node can 
have accurate and exact information about its own neighboring 
nodes. 

F. Hierarchical State Routing (HSR) 

HSR [9] combines dynamic, distributed multilevel 
hierarchical clustering technique with an efficient location 
management scheme. This protocol partitions the network into 
several clusters where each elected cluster head at the lower 
level in the hierarchy becomes member of the next higher level. 
The basic idea of HSR is that each cluster head summarizes its 
own cluster information and passes it to the neighboring cluster 
heads using gateways. After running the algorithm at any level, 
any node can flood the obtained information to its lower level 
nodes. The hierarchical structure used in this protocol is 
efficient enough to deliver data successfully to any part of the 
network. 

G. Zone-Based Hierarchical Link State Routing Protocol 
(ZHLS) 

In ZHLS protocol [10], the network is divided into non-
overlapping zones as in cellular networks. Each node knows 
the node connectivity within its own zone and the zone 
connectivity information of the entire network. The link state 
routing is performed by employing two levels: node level and 
global zone level. ZHLS does not have any cluster head in the 
network like other hierarchical routing protocols. The zone 
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level topological information is distributed to all nodes. Since 
only zone ID and node ID of a destination are needed for 
routing, the route from a source to a destination is adaptable to 
changing topology. The zone ID of the destination is found by 
sending one location request  to every zone. 

H. Landmark Ad Hoc Routing (LANMAR) 

LANMAR [10] combines the features of Fisheye State 
Routing (FSR) and Landmark Routing [11]. It uses the concept 
of landmark  from Landmark Routing, which was originally 
developed for fixed wide area networks. A landmark is defined 
as a router whose neighbor routers within a certain number of 
hops contain routing entries for that router. Using this concept 
for the nodes in the MANET, LANMAR divides the network 
into several pre-defined logical subnets, each with a pre-
selected landmark. Allnodes in a subnet are assumed to move 
as a group, and they remain connected to each other via 
Fisheye State Routing(FSR).The routes to the landmarks, and 
hence the corresponding subnets, are proactively maintained by 
all nodes in the network through the exchange of distance-
vectors. LANMAR could be regarded as an extension of FSR, 
which exploits group mobility by summarizing the routes to the 
group members with a single route to a landmark. 

I. Optimized Link State Routing (OLSR) 

OLSR [12] protocol inherits the stability of link state 
algorithm. This protocol performs hop-by-hop routing; that is, 
each node in the network uses its most recent information to 
route a packet. Hence, even when a node is moving, its packets 
can be successfully delivered to it, if its speed is such that its 
movements could atleast be followed in its neighborhood. The 
optimization in the routing is done mainly in two ways. Firstly, 
OLSR reduces the size of the control packets for a particular 
node by declaring only a subset of links with the node’s 
neighbors who are its multipoint relay selectors, instead of all 
links in the network. Secondly, it minimizes flooding of the 
control traffic by using only the selected nodes, called  
multipoint relays to disseminate information in the network. As 
only multipoint relays of a node can retransmit its broadcast 
messages, this protocol significantly reduces the number of 
retransmissions in a flooding or broadcast procedure. 

III. PROPOSED REACTIVE ROUTING PROTOCOLS : MAJOR 

FEATURES 

A. Associativity-Based Routing (ABR) 

ABR [13] protocol defines a new type of routing metric 
“degree of association stability” for mobile ad hoc networks. In 
this routing protocol, a route is selected based on the degree of 
association stability of mobile nodes. Each node periodically 
generates beacon to announce its existence. Upon receiving the 
beacon message, a neighbor node updates its own associativity 
table. For each beacon received, the associativity tick of the 
receiving node with the beaconing node is increased. A high 
value of associativity tick for any particular beaconing node 
means that the node is relatively static. Associativity tick is 

reset when any neighboring node moves out of the 
neighborhood of any other node. 

B. Signal Stability–Based Adaptive Routing Protocol (SSA) 

SSA [14] protocol focuses on obtaining the most stable 
routes through an ad hoc network. The protocol performs on-
demand route discovery based on signal strength and location 
stability. Based on the signal strength, SSA detects weak and 
strong channels in the network. SSA can be divided into two 
cooperative protocols: the Dynamic Routing Protocol (DRP) 
and the Static Routing Protocol (SRP). DRP uses two tables: 
Signal Stability Table (SST) and Routing Table (RT). SST 
stores the signal strengths of the neighboring nodes obtained by 
periodic beacons from the link layer of each neighboring node. 
These signal strengths are recorded as weak or strong. DRP 
receives all the transmissions and, after processing, it passes 
those to the SRP. SRP passes the packet to the node’s upper 
layer stack if it is the destination. Otherwise, it looks for the 
destination in routing table and forwards the packet. If there is 
no entry in the routing table for that destination, it initiates the 
route-finding process. Route-request packets are forwarded to 
the neighbors using the strong channels. The destination, after 
getting the request, chooses the first arriving request packet and 
sends back the reply. The DRP reverses the selected route and 
sends a route-reply message back to the initiator of route-
request. The DRPs of the nodes along the path update their 
routing tables accordingly. In case of a link failure, the 
intermediate nodes send an error message to the source 
indicating which channel has failed. The source in turn sends 
an erase message to inform all nodes about the broken link and 
initiates a new route-search process to find a new path to the 
destination. 

C. Temporarily Ordered Routing Algorithm (TORA) 

TORA [15] is a reactive routing protocol with some 
proactive enhancements where a link between nodes is 
established creating a Directed Acyclic Graph (DAG) of the 
route from the source node to the destination. This protocol 
uses a ‘‘link reversal’’ model in route discovery. A route 
discovery query is broadcasted and propagated throughout the 
network until it reaches the destination or a node that has 
information about how to reach the destination. TORA defines 
a parameter, termed height. Height is a measure of the distance 
of the responding node’s distance upto the required destination 
node. In the route discovery phase, this parameter is returned to 
the querying node. As the query response propagates back, 
each intermediate node updates its TORA table with the route 
and height to the destination node. The source node then uses 
the height to select the best route toward the destination. This 
protocol has an interesting property that it frequently chooses 
the most convenient route, rather than the shortest route. For all 
these attempts, TORA tries to minimize the routing 
management traffic overhead. 

D. Cluster-Based Routing Protocol (CBRP) 

CBRP [16] is an on-demand routing protocol, where the 
nodes are divided into clusters. When a node comes up in the 
network, it has the undecided state. The first task of this node is 
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to start a timer and to broadcast a HELLO message. When a 
cluster-head receives this HELLO message, it replies 
immediately with a triggered HELLO message. After that, 
when the node receives this answer, it changes its state into the 
member state. But when the node gets no message from any 
cluster-head, it makes itself as a cluster-head, but only when it 
has bidirectional link to one or more neighbor nodes. 
Otherwise, when it has no link to any other node, it stays in the 
undecided state and repeats the procedure with sending a 
HELLO message again. Each node has a neighbor table. For 
each neighbor, the node keeps the status of the link and state of 
the neighbor in the neighbor table. A cluster head keeps 
information about all of its members in the same cluster. It also 
has a cluster adjacency table, which provides information about 
the neighboring clusters. 

E. Dynamic Source Routing (DSR) 

DSR [17] allows nodes in the MANET to dynamically 
discover a source route across multiple network hops to any 
destination. In this protocol, the mobile nodes are required to 
maintain route caches or the known routes. The route cache is 
updated when any new route is known for a particular entry in 
the route cache. Routing in DSR is done using two phases: 
route discovery and route maintenance. When a source node 
wants to send a packet to a destination, it first consults its route 
cache to determine whether it already knows about any route to 
the destination or not. If already there is an entry for that 
destination, the source uses that to send the packet. If not, it 
initiates a route request broadcast. This request includes the 
destination address, source address, and a unique identification 
number. Each intermediate node checks whether it knows 
about the destination or not. If the intermediate node does not 
know about the destination, it again forwards the packet and 
eventually this reaches the destination. A node processes the 
route request packet only if it has not previously processed the 
packet and its address is not present in the route record of the 
packet. A route reply is generated by the destination or by any 
of the intermediate nodes when it knows about how to reach 
the destination. 

F. Ad Hoc On-Demand Distance Vector Routing (AODV) 

AODV [18] is basically an improvement of DSDV. But, 
AODV is a reactive routing protocol instead of proactive. It 
minimizes the number of broadcasts by creating routes based 
on demand, which is not the case for DSDV. When any source 
node wants to send a packet to a destination, it broadcasts a 
route request (RREQ) packet. The neighboring nodes in turn 
broadcast the packet to their neighbors and the process 
continues until the packet reaches the destination. During the 
process of forwarding the route request, intermediate nodes 
record the address of the neighbor from which the first copy of 
the broadcast packet is received. This record is stored in their 
route tables, which helps for establishing a reverse path. If 
additional copies of the same RREQ are later received, these 
packets are discarded. The reply is sent using the reverse path. 
For route maintenance, when a source node moves, it can re-
initiate a route discovery process. If any intermediate node 
moves within a particular route, the neighbor of the drifted 

node can detect the link failure and sends a link failure 
notification to its upstream neighbor. This process continues 
until the failure notification reaches the source node. Based on 
the received information, the source might decide to re-initiate 
the route discovery phase. 

IV. PROPOSED HYBRID ROUTING PROTOCOLS : MAJOR 

FEATURES 

A. Dual-Hybrid Adaptive Routing (DHAR) 

DHAR [19] uses the Distributed Dynamic Cluster 
Algorithm (DDCA) presented in [20]. The idea of DDCA is to 
dynamically partition the network into some non-overlapping 
clusters of nodes consisting of one parent and zero or more 
children. Routing is done in DHAR utilizing a dynamic two-
level hierarchical strategy, consisting of optimal and least-
overhead table-driven algorithms operating at each level. 
DHAR implements a proactive least-overhead level-2 routing 
protocol in combination with a dynamic binding protocol to 
achieve its hybrid characteristics. The level-2 protocol in 
DHAR requires that one node generates an update on behalf of 
its cluster. When a level-2 update is generated, it must be 
flooded to all the nodes in each neighboring cluster. Level-2 
updates are not transmitted beyond the neighboring clusters. 
The node with the lowest node ID in each cluster is designated 
to generate level-2 updates. The binding process is similar to a 
reactive route discovery process; however, a priori knowledge 
of clustered topology makes it significantly more efficient and 
simpler to accomplish the routing. To send packets to the 
desired destination, a source node uses the dynamic binding 
protocol to discover the current cluster ID associated with the 
destination. Once determined, this information is maintained in 
the dynamic cluster binding cache at the source node. The 
dynamic binding protocol utilizes the knowledge of the level-2 
topology to efficiently broadcast a binding request to all the 
clusters. This is achieved using reverse path forwarding with 
respect to the source cluster. 

B. Adaptive Distance Vector Routing (ADV) 

ADV [20] routing protocol is a distance-vector routing 
algorithm that exhibits some on-demand features by varying 
the frequency and the size of routing updates in response to the 
network load and mobility patterns. ADV uses an adaptive 
mechanism to mitigate the effect of periodic transmissions of 
the routing updates, which basically relies on the network load 
and mobility conditions. To reduce the size of routing updates, 
ADV advertises and maintains routes for the active receivers 
only. A node is considered active if it is the receiver of any 
currently active connection. There is a receiver flag in the 
routing entry, which keeps the information about the status of a 
receiver whether it is active or inactive. To send data, a source 
node broadcasts network-wide an init-connection control 
packet. All the other nodes turn on the corresponding receiver 
flag in their own routing tables and start advertising the routes 
to the receiver in future updates. When the destination node 
gets the init-connection packet, it responds to it by broadcasting 
a receiver-alert packet and becomes active. To close a 
connection, the source node broadcasts network-wide an end-
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connection control packet, indicating that the connection is to 
be closed. If the destination node has no additional active 
connection, it broadcasts a non-receiver-alert message. If the 
init-connection and receiver-alert messages are lost, the source 
advertises the receiver’s entry with its receiver flag set in all 
future updates. ADV also defines some other parameters like 
trigger meter, trigger threshold, and buffer threshold. These are 
used for limiting the network traffic based on the network’s 
mobility pattern and network speed. 

C. Zone Routing Protocol (ZRP) 

ZRP [21] is suitable for wide variety of MANETs, 
especially for the networks with large span and diverse 
mobility patterns. In this protocol, each node proactively 
maintains routes within a local region, which is termed as 
routing zone. Route creation is done using a query-reply 
mechanism. For creating different zones in the network, a node 
first has to know who its neighbors are. A neighbor is defined 
as a node with whom direct communication can be established, 
and that is, within one hop transmission range of a 
node.Neighbor discovery information is used as a basis for 
Intra-zone Routing Protocol (IARP), which is described in 
detail in [22]. Rather than blind broadcasting, ZRP uses a query 
control mechanism to reduce route query traffic by directing 
query messages outward from the query source and away from 
covered routing zones. A covered node is a node which belongs 
to the routing zone of a node that has received a route query. 
During the forwarding of the query packet, a node identifies 
whether it is coming from its neighbor or not. If yes, then it 
marks all of its known neighboring nodes in its same zone as 
covered. The query is thus relayed till it reaches the destination. 
The destination in turn sends back a reply message via the 
reverse path and creates the route. 

D. Sharp Hybrid Adaptive Routing Protocol (SHARP) 

SHARP[23] adapts between reactive and proactive routing 
by dynamically varying the amount of routing information 
shared proactively. This protocol defines the proactive zones 
around some nodes. The number of nodes in a particular 
proactive zone is determined by the node-specific zone radius. 
All nodes within the zone radius of a particular node become 
the member of that particular proactive zone for that node. If 
for a given destination a node is not present within a particular 
proactive zone, reactive routing mechanism(query-reply)is 
used to establish the route to that node. Proactive routing 
mechanism is used within the proactive zone. Nodes within the 
proactive zone maintain routes proactively only with respect to 
the central node. In this protocol, proactive zones are created 
automatically if some destinations are frequently addressed or 
sought within the network. The proactive zones act as 
collectors of packets, which forward the packets efficiently to 
the destination, once the packets reach any node at the zone 
vicinity. 

E. Neighbor-Aware Multicast Routing Protocol (NAMP) 

NAMP [24] is a tree-based hybrid routing protocol, which 
utilizes neighborhood information. The routes in the network 
are built and maintained using the traditional request and reply 

messages or on-demand basis. This hybrid protocol uses 
neighbor information of two-hops away for transmitting the 
packets to the receiver. If the receiver is not within this range, it 
searches the receiver using dominant pruning flooding method 
[25] and forms a multicast tree using the replies along the 
reverse path. Although the mesh structure is known to be more 
robust against topological changes, the tree structure is better in 
terms of packet transmission. As NAMP targets to achieve less 
end-to-end delay of packets, it uses the tree structure. There are 
mainly three operations addressed in NAMP: Multicast tree 
creation, Multicast tree maintenance and Joining and leaving of 
nodes from the multicast group. All the nodes in the network 
keep neighborhood information of up to two-hop away nodes. 
This neighborhood information is maintained using a proactive 
mechanism. Periodic hello packet isused for this. To create the 
multicast tree, the source node sends a flood request packet to 
the destination with data payload attached. This packet is 
flooded in the network using dominant pruning method, which 
actually minimizes the number of transmissions in the network 
for a particular flood request packet. During the forwarding 
process of the packet, each node selects a forwarder and creates 
a secondary forwarder list (SFL). The secondary forwarder list 
(SFL) contains the information about the nodes that were 
primarily considered as possible forwarders but finally were 
not selected for that purpose. Each intermediate node uses the 
chosen forwarder to forward the packet, but keeps the 
knowledge about other possible forwarders in SFL. Secondary 
forwarder list isused for repairing any broken route in the 
network. Infact, link failure recovery is one of the greatest 
advantages of NAMP. 

V. OTHER ROUTING PROTOCOLS 

In addition to the mentioned routing protocols for MANET, 
there are some other routing protocols that do not rely on any 
traditional routing mechanisms, instead rely on the location 
awareness of the participating nodes in the network. Generally, 
in traditional MANETs, the nodes are addressed only with their 
IP addresses. But, in case of location-aware routing 
mechanisms, the nodes are often aware of their exact physical 
locations in the three-dimensional world. This capability might 
be introduced in the nodes using Global Positioning System 
(GPS) or with any other geometric methods. Based on these 
concepts, several geocast and location-aware routing protocols 
have already been proposed. The major feature of these routing 
protocols is that, when a node knows about the location of a 
particular destination, it can direct the packets toward that 
particular direction from its current position, without using any 
route discovery mechanism. Recently, some of the researchers 
proposed some location-aware protocols that are based on these 
sorts of idea. Some of the examples of them are Geographic 
Distance Routing (GEDIR)[26], Location-Aided Routing 
(LAR)[27], Greedy Perimeter Stateless Routing (GPSR)[28], 
Geo-GRID[29], Geographical Routing Algorithm (GRA)[30], 
etc. Other than these, there are a number of multicast routing 
protocols for MANET. Some of the mentionable multicast 
routing protocols are: Location-Based Multicast Protocol 
(LBM)[31], Multicast Core Extraction Distributed Ad hoc 
Routing (MCEDAR)[32], Ad hoc Multicast Routing protocol 
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utilizing Increasing id-numberS (AMRIS)[33], Associativity-
Based Ad hoc Multicast (ABAM)[34], Multicast Ad hoc On-
Demand Distance-Vector (MAODV) routing [35],Differential 
Destination Multicast (DDM)[36],On-Demand Multicast 
Routing Protocol (ODMRP)[37], Adaptive Demand-driven 
Multicast Routing (ADMR) protocol [38], Ad hoc Multicast 
Routing protocol (AMRoute)[39], Dynamic Core-based 
Multicast routing Protocol (DCMP)[40], Preferred Link-Based 
Multicast protocol (PLBM)[41],etc. Some of these multicast 
protocols use location information and some are based on other 
routing protocols or developed just as the extension of another 
unicast routing protocol. For example, MAODV is the 
multicast-supporting version of AODV. 

VI. OTHER RECENT WORKS ON MANET ROUTING 

This section mentions a list of references of the recent 
works on routing in MANET so that it could be used as a 
reference by the practitioners. Some of these works have taken 
the major routing protocols as their bases and some of them 
have enhanced various performances of the previous routing 
protocols. Mentionable recent works are: node-density-based 
routing [42], load-balanced routing [43], optimized priority-
based energy-efficient routing [44], reliable on-demand routing 
with mobility prediction [45], QoS routing [46], secure 
distributed anonymous routing protocol [47], robust position-
based routing [48], routing with group motion support [49], 
dense cluster gateway based routing protocol [50], dynamic 
backup routes routing protocol [51], gathering-based routing 
protocol [52], QoS-aware multicast routing protocol [53], 
recycled path routing [54], QoS multicast routing protocol for 
clustering in MANET [55], secure anonymous routing protocol 
with authenticated key exchange [56], self-healing on-demand 
geographic path routing protocol [57], stable weight-based on-
demand routing protocol [58], fisheye zone routing protocol 
[59], on-demand utility-based power control routing [60], 
secure position-based routing protocol [61], scalable multi-path 
on-demand routing [62], virtual coordinate-based routing [63], 
etc. 

VII. CONCLUSION 

This paper presents a number of routing protocols for 
MANET, which are broadly categorized as proactive and 
reactive. Proactive routing protocols tend to provide lower 
latency than that of the on-demand protocols, because they try 
to maintain routes to all the nodes in the network all the time. 
But the drawback for such protocols is the excessive routing 
overhead transmitted, which is periodic in nature without much 
consideration for the network mobility or load. On the other 
hand, though reactive protocols discover routes only when they 
are needed, they may still generate a huge amount of traffic 
when the network changes frequently. Depending on the 
amount of network traffic and number of flows, the routing 
protocols could be chosen. When there is congestion in the 
network due to heavy traffic, in general case, a reactive 
protocol is preferable. Sometimes the size of the network might 
be a major considerable point. For example, AODV, DSR, 
OLSR are some of the protocols suitable for relatively smaller 

networks, while the routing protocols like TORA, LANMAR, 
ZRP are suitable for larger networks. Network mobility is 
another factor that can degrade the performance of certain 
protocols. When the network is relatively static, proactive 
routing protocols can be used, as storing the topology 
information in such case is more efficient. On the other hand, 
as the mobility of nodes in the network increases, reactive 
protocols perform better. Overall, the answer to the debating 
point might be that the mobility and traffic pattern of the 
network must play the key role for choosing an appropriate 
routing strategy for a particular network. It is quite natural that 
one particular solution cannot be applied for all sorts of 
situations and, even if applied, might not be optimal in all 
cases. Often it is more appropriate to apply a hybrid protocol 
rather than a strictly proactive or reactive protocol as hybrid 
protocols often possess the advantages of both types of 
protocols. 

VIII. SCOPE FOR FUTURE RESEARCH 

More and more efficient routing protocols for MANET 
might come in front in the coming future, which might take 
security and QoS (Quality of Service) as the major concerns. 
So far, the routing protocols mainly focused on the methods of 
routing, but in future a secured but QoS-aware routing protocol 
could be worked on. Ensuring both of these parameters at the 
same time might be difficult. A very secure routing protocol 
surely incurs more overhead for routing, which might degrade 
the QoS level. So an optimal trade-off between these two 
parameters could be searched. In the recent years some 
multicast routing protocols have been proposed. The reason for 
the growing importance of multicast is that this strategy could 
be used as a means to reduce bandwidth utilization for mass 
distribution of data. As there is a pressing need to conserve 
scarce bandwidth over wireless media, it is natural that 
multicast routing should receive some attention for ad hoc 
networks. So it is, in most of the cases, advantageous to use 
multicast rather than multiple unicast, especially in ad hoc 
environment where bandwidth comes at a premium. Ad hoc 
wireless networks find applications in civilian operations 
(collaborative and distributed computing) emergency search-
and-rescue, law enforcement, and warfare situations, where 
setting up and maintaining a communication infrastructure is 
very difficult. In all these applications, communication and 
coordination among a given set of nodes are necessary. 
Considering all these, in future the routing protocols might 
especially emphasize the support for multicasting in the 
network.  
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