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Abstract:- This study presents the role of web crawler in 
web  mining environment. As the growth of the World 
Wide Web exceeded all expectations,the research on  
Web mining is growing more and more.web mining  
research topic which combines two of the activated 
research areas: Data Mining and World Wide Web .So, 
the World Wide Web is a very advanced area for data 
mining research. Search engines that are based on web 
crawling framework also used in web mining to find the 
interacted web pages. This paper discusses a study on 
crawlers and related research issues on web mining. A 
theoretical framework is also suggested.  
.  
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                   1.   Introduction 
Internet is the shared global computing network. It 
enables global communications between all 
connected computing devices. It provides the 
platform for web services and the World Wide Web. 
Web is the totality of web pages stored on web 
servers. There is a spectacular growth in web-based 
information sources and services. It is estimated that, 
there is approximately doubling of web pages each 
year. As the Web grows grander and more diverse, 
search engines also have assumed a central role in the 
World Wide Web’s infrastructure as its scale and 
impact have escalated. In Internet data are highly 
unstructured which makes it extremely difficult to 
search and retrieve valuable information. Search 
engines define content by keywords.  

With the explosive growth of information sources 
available on the World Wide Web, it has become 
increasingly necessary for users to utilize automated 
tools in order to find, extract, filter, and evaluate the 
desired information and resources. In addition, with 
the transformation of the Web into the primary tool 

for electronic commerce, it is imperative for 
organizations and companies, who have invested 
millions in Internet and intranet technologies, to track 
and analyze user access patterns. These factors give 
rise to the necessity of creating server-side and client-
side intelligent systems that can effectively mine for 
knowledge both across the Internet and in particular 
Web localities. Many organizations and corporations 
provide information and services on the web such as 
automated  customer support, on-line shopping, and a 
myriad of resources and applications.web based 
applications and environments for electronic 
commerce, distance education, on-line collaboration, 
news broadcasts etc., are becoming common practice 
and widespread. The WWW is becoming ubiquitous 
and an ordinary tool for everyday activities of 
common people, from a child sharing music files 
with friends to a senior receiving photographs and 
messages from grandchildren across the world. It is 
typical to see web pages for courses in all fields 
taught at universities and colleges providing course 
and related resources even if   these courses are 
delivered in traditional classrooms. It is not 
surprising that the web is the means of choice to 
architect modern advanced distance education 
systems. 

There are several important issues, unique to the Web 
paradigm that comes into play if sophisticated types 
of analyses are to be done on server side data 
collections. These include the necessity of integrating 
various data sources such as server access logs, user 
registration or profile information; resolving 
difficulties in the identification of users due to 
missing unique key attributes in collected data; and 
the importance of identifying user sessions or 
transactions from usage data, site topologies, and 
models of user behavior. We devote the main part of 
this paper to the discussion of issues and problems 
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that characterize Web usage mining. Web is the 
totality of web pages stored on web servers. There is 
a spectacular growth in web-based information 
sources and services. It is estimated that, there is 
approximately doubling of web pages each year. As 
the Web grows grander and more diverse, search 
engines have assumed a central role in the World 
Wide Web’s infrastructure as its scale and impact 
have escalated. 

This paper has been organized as follows. The next 
section presents an overview of classification of web 
mining.Crawler Based Search Engine issues are 
discussed in section 3. Section 4 discusses 
datasources. Section 5  concludes the paper. 

II.     WEB DATA MINING 
 

A. OVERVIEW 

The web mining is the use of data mining techniques 
to automatically discover and extract information 
from World Wide Web documents and services [5]. 
This area of research is so huge today partly due to 
the interest in e-commerce. This phenomenon partly 
creates confusion what constitutes Web mining and 
when comparing research in this area. Similar to [5], 
we suggest decomposing Web mining into these 
subtasks, namely 

1. Resource finding: the task of retrieving intended 
Web documents. 

2. Information selection and pre-processing: 
automatically selecting and pre-processing specific 
information from retrieved Web resources. 

3. Generalization: automatically discovers general 
patterns at individual Web sites as well as across 
multiple sites. 

4. Analysis: Validations and/or interpretation of the 
mined patterns. 

We should also note that humans play an important 
role in the information or knowledge discovery 
process on the web since the web is an interactive 
medium. This is especially important for validation 
and/or interpretation in step 4.So, interactive query-
triggered knowledge discovery is as important as the 
more automatic data triggered knowledge discovery. 

However, we exclude the knowledge discovery done 
manually by humans. Thus, Web mining refers to the 
overall process of discovering potentially useful and 
previously unknown information or knowledge from 
the web data. It implicitly covers the standard process 
of knowledge discovery in databases (KDD) [2].We 
could simply view web mining as an extension of 
KDD that is applied on the Web data. From the KDD 
point of view, the information and knowledge terms 
are interchangeable[3].There is  a close relationship 
between data mining, machine learning  and 
advanced data analysis[4].Web mining is often 
associated with IR or IE.However,web mining or 
information discovery on the web not the same as IR 
or IE[1]. 

B. Web Content Mining    

Web content mining describes the automatic search 
of information resources available online [6], and 
involves mining web data contents. In the web 
mining domain, web content mining essentially is an 
analog of data mining techniques for relational 
databases, since it is possible to find similar types of 
knowledge from the unstructured data residing in 
web documents. The web document usually contains 
several types of data, such as text, image, audio, 
video, metadata and hyperlinks. Some of them are 
semi-structured such as HTML documents or a more 
structured data like the data in the tables or database 
generated HTML pages, but most of the data is 
unstructured text data. The unstructured characteristic 
of web data forces the web content mining towards a 
more complicated approach.  

 The web content mining is differentiated from two 
different points of view [7]: Information Retrieval 
View and Database View.R.kosla et al [8] 
summarized the research works done for unstructured 
data and semi-structured data from information 
retrieval view. It shows that most of the researches 
use bag of words, which is based on the statistics 
about single words in isolation, to represent 
unstructured text and take single word found in 
training corpus as features. For the semi-structured 
data, all the works utilize the HTML structures inside 
the documents and some utilized the hyperlink 
structures between the documents for document 
representation. As for the database view, in order to 
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have the better information management and 
querying on the web, the mining always tries to infer 
the structure of the web site of to transform a web site 
to become a database. Multimedia data mining is part 
of the content mining, which is engaged to mine the 
high-level information and knowledge from large 
online multimedia sources.  

C. Web Structure Mining 

Most of the web information retrieval tools only use 
the textual information, while ignore the link 
information that could be very valuable. The goal of 
web Structure mining is to generate structural 
summary about the web site and web page. 
Technically, web content mining mainly focuses on 
the structure of inner-document, while web Structure 
mining tries to discover the link structure of the 
hyperlinks at the inter-document level. Web structure 
mining will categorize the Web pages and generate 
the information, such as the similarity and 
relationship between different web sites.  Web 
structure mining can also have another direction-
discovering the structure of web document itself. 
This type of structure mining can be used to reveal 
the structure (schema) of web pages; this would be 
good for navigation purpose and make it possible to 
compare/integrate web page schemes. This type of 
structure mining will facilitate introducing database 
techniques for accessing information in web pages by 
providing a reference schema. The detailed works on 
it can be referred to[9] 

    The structural information generated from Web 
structure mining includes the follows: the 
information measuring the frequency of the local 
links in the Web tuples in a web table containing 
links that are interior and the links that are within the 
same document: the information measuring  the 
frequency of web tuples in a web table that contains 
links that are global and the links that span different 
web sites.web structure mining has a nature relation 
with the web content mining, since it is very likely 
that the Web documents contain links, and they both 
use the real or primary data on the web. Its quiet 
often to combine these two mining tasks in an 
application. 

D.   Web Usage Mining 

Web usage mining tries to discovery the useful 
information from the secondary data derived from the 
interactions of the users while surfing on the web. It 
focuses on the techniques that could predict user’s 
behavior while the user interacts with web. M. 
Spiliopoulou abstract the potential strategic aims in 
each domain in to mining goal as: predication of the 
user’s behavior within the site  , comparison between 
expected and actual web site usages, adjustment of 
the web site to the interests of its users. There are no 
definite distinctions between the web usage mining 
and other two categories. In the process if data 
presentation of web usage mining, the web site 
topology will as the information sources, which 
interacts web usage mining with the web content 
mining and web structure mining moreover the 
clustering in the process of pattern discovery is a 
bridge to web content and structure mining from 
usage mining. 

There are lots of works have been done in the IR , 
Database, Intelligent Agents and topology, which 
provides a sound function for the web content, web 
structure mining . Web usages mining is a relative 
new research area, and gains more and more 
attentions in recent years. I will have a detailed 
introduction in the next section about mining, based 
on some up-to-date research works. 

                 III. Crawler Based Search Engines 

A crawler is a program that retrieves Web pages, 
commonly for use by search engine or a Web cache. 
These engines are software programs that crawl 
around the Web searching for deviations to Web 
pages, Web text and HTML tags-all this work is 
accomplish by the software Web information is 
indexed by the software. 

  Web crawlers [11] (also known as Web spiders, 
bots, robots, walkers and wanderers) are programs 
which downloads the documents from the internet.  

The number of Web pages is increasing in a very fast 
rate [6]. This growth has urged the development of 
retrieval tools like search engines to get the 
information from WWW. Web crawling is one of 
main component in Web information retrieval. Web 
crawling is a program which traverses the World 
Wide Web (WWW) in a methodically, automated 
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manner to generate a copy of all the visited pages for 
latter processing by a search engine [12]. Due to 
limited bandwidth storage, and computational 
resources, and to the dynamic nature of the web, 
search engines cannot index every every Web page, 
and even the covered portion of the web cannot be 
monitored continuously for changes. In fact a recent 
estimate of the visible Web is at around 9.2 billion 
static pages as of March 2007[13]. This estimate is 
more than triple the 2 billion pages that the largest 
search engine, Google, reports at its Web site [14]. 
Therefore it is essential to develop effective agents to 
conduct real time searches for users. 

Topic specific crawlers have become important tools 
to support applications such as specialized Web 
portals, online searching, and competitive 
intelligence. These crawlers are designed to retrieve 
pages that are relevant to the triggering topic. 
Generally employing single crawler to gather all 
pages is inevitably difficult. Therefore, many search 
engines often run multiple processes in parallel to 
perform the task. We refer to this type of spider as a 
parallel spider. This approach can considerably 
improve the collection efficiency. 

 In this paper, a novel crawling architecture is 
presented which can gather Web pages that are on 
topic of users interest. This domain collection can 
later be used to build specialized Web portals. The 
architecture comprises of multiple, parallel crawling. 
Web crawling is to improve the performance of the 
search engine and produce more comprehensive 
search in the WWW. 

A .Architecture 

A crawler must not only have a good crawling 
strategy, but it should also have a highly optimized 
architecture. 

Shkapenyuk and Suel[15] noted that: "While it is 
fairly easy to build a slow crawler that downloads a 
few pages per second for a short period of time, 
building a high-performance system that can 
download hundreds of millions of pages over several 
weeks presents a number of challenges in system 
design, I/O and network efficiency, and robustness 
and manageability." 

Web crawlers are a central part of search engines, and 
details on their algorithms and architecture are kept 
as business secrets. When crawler designs are 
published, there is often an important lack of detail 
that prevents others from reproducing the work. 
There are also emerging concerns about search 
engine spamming ", which prevent major search 
engines from publishing their ranking algorithms. 

              IV  Data Sources 

Web Usage Mining applications are based on data 
collected from three main sources [5]: (i) web 
servers, (ii) proxy servers, and (iii) web clients. 

The Server Side: Web servers are surely the richest 
and the most common source of data. They can 
collect large amounts of information in their log files 
and in the log files of the databases they use. These 
logs usually contain basic information e.g.: name and 
IP of the remote host, date and time of the request, 
the request line exactly as it came from the client, etc. 
This information is usually represented in standard 
format e.g.: Common Log Format [2], Extended Log 
Format [3], and LogML [7]. When exploiting log 
information from web servers, the major issue is the 
identification of users’ sessions’ .Apart from web 
logs, users’ behavior can also be tracked down on the 
server side by means of TCP/IP packet sniffers. 

The Proxy Side: Many internet service providers 
(ISPs) give to their customer Proxy Server services to 
improve navigation speed through caching. In many 
respects, collecting navigation data at the proxy level 
is basically the same as collecting data at the server 
level. The main difference in this case is that proxy 
servers collect data of groups of users accessing huge 
groups of web servers. 

The Client Side: Usage data can be tracked also on 
the client side by using JavaScript, java applets [8], 
or even modified browsers [10]. These techniques 
avoid the problems of users’ sessions’ identification.  
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             V. Conclusion 

we survey the researches in the area of web mining. 
Three recognized types of web data mining are 
introduced generally, and a theoretical framework of 
web crawler in web mining is discussed. 
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