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Abstract—Developing a machine translation system which can 

correctly translate any sentence from one language to another is 

a formidable and challenging task. This suggests that such a  

system should be implemented incrementally in order to cope 

with new sentences that have previously not been successfully 

translated. This paper proposes a new framework to develop 

Thai to English machine translation incrementally. It is based on 

the Interlingua approach, which uses syntactic representation of 

Lexical Functional Grammar (LFG) or an LFG tree structure as 

Interlingua. The system development is an iterative process that 

adds more complex grammar rules into the system. Each 

iteration of the process consists of four phases: syntactic analysis, 

building Thai LFG tree, mapping a Thai LFG-tree into an 

English c-structure tree and, lastly, English sentence generation. 

According to experiment results, this framework has proven to 

be effective in building and designing a machine translation 
system. (Abstract) 

Keywords Incremental Processing System, Interlingua 

structure, Left Corner Parsing, LFG grammar, Machine 

Translation System. 

 

I. INTRODUCTION 

Machine translation (MT) aims to automatically translate 
text from one natural language (source language) to an 
equivalent text (target language) in another language [37]. The 
machine translation systems can help people to read texts 
written in foreign languages or to communicate with others 
with different natural languages. Although there are many 
successful machine translation systems in several languages, 
most research covering Thai-English machine translation was 
done on English-to-Thai translation but not the other way 
around [23]  [24]  [25].  Therefore, the objective of the research 
for this paper is to develop a Thai-to-English machine 
translation system.  

There are a number of research studies on machine 
translation that use Interlingua as an intermediate 
representation for the translation. Interlingua examples 
previously used are tree structure [18], semantic frame [19], 
framework [20], and case frame [22]. LFG is a generative 
grammar [1] developed by Joan Bresnan and Ronald M. 

Kaplan. The parsing of a sentence using LFG grammar creates 
multiple structures, for instance, c(onstituent)-structure, 
f(unctional)-structure, a(rgument)-structure and so on. The 
main structures are c-structure and f-structure. The c-structure 
represents the syntactic pattern of a sentence in a form of 
phrase structure tree, while f-structure - in a form of attribute-
value matrices - models grammatical functions and features of 
a phrase or sentence such as information about subject, object, 
tense etc. Because of its expressiveness, LFG and its structures 
have been used in many natural language processing research 
projects [2][3] [4] [5] [6] [7], hence, they are also used in this 
research. The essential and first task for machine translation is 
parsing.  

The well-known methods of parsing are top-down and 
bottom-up approaches [8]. The top-down approach starts by 
building a parse tree from the root to leaves. This approach 
may encounter left-recursion problems where the leftmost 
symbol on the right side of a grammar rule is the same as the 
symbol on the left side of the rule e.g. A � Aa | b. The bottom-
up approach starts by building a parse tree from leaves to the 
root. It tries to combine words or constituents of a right hand 
side of a grammar rule to a larger constituent appearing at the 
left hand side of the rule. This approach may encounter empty 
rule problems where a wrong decision can lead to a dead end 
and backtracking, resulting in a wasted effort. A better 
approach than the two mentioned is left-corner parsing. The 
key idea of left corner parsing is to combine top-down 
processing with bottom-up processing. It starts with a top-down 
prediction that limits a set of rules to pursue, then takes a 
bottom-up step, and then alternates between top-down and 
bottom up steps until a parse tree is successfully created. The 
advantage of this approach is that it can avoid wrong decisions 
in the ways that are prone to occur in the pure top-down and 
pure bottom-up parsing techniques. Because of its advantage,  
left-corner parsing is chosen as the approach for parsing a Thai 
sentence in the proposed Thai-to-English machine translation 
system.  

Number of machine translation systems employed different 
pattern matching methods to guide the translation, for instance: 
[9] application of example-based pattern with transfer driven 
for a spoken language, [10] development of a framework for 
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the translation based on the analogy principle, [11] use of a 
mixed rule-based and example-based approach, [12] 
presentation of flexible translation through integrated linguistic 
rules and examples, [13] use of similarity for pattern matching, 
and so on [14] [15] [16] [17].   

For the proposed machine translation system, a pattern 
matching technique is employed to translate the Interlingua into 
a corresponding English sentence. An LFG tree structure is 
translated into the corresponding English C-structure tree using 
a set of predefined patterns. The process of pattern matching 
and transformation is performed from root to the leaves in top 
down fashion.  

A new framework for developing Thai to English machine 
translation system is also used. The system is built 
incrementally in terms of capabilities to translate more complex 
sentences. The LFG grammar used in syntactical analysis and 
the set of predefined patterns used  in interlingua translation 
step as mentioned above, are incrementally added into the 
system to enable it to  handle more complex sentences. 
According to the experiments the incremental framework has 
proven to be effective for developing a very complex system 
such as the machine translation system. 

II. THE FRAMEWORK FOR DEVELOPING THE 

SYSTEM 

The framework is divided into four phases, as depicted in 

Fig. 1  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ISSN : 0975-3397 281



Tawee Chimsuk et al. / (IJCSE) International Journal on Computer Science and Engineering 

Vol. 02, No. 02, 2010, 280-288 

 

 

 

 

 

Thai sentence 

 

 

 

 

 

 

parsing ? 

Thai LFG 

grammar 

rules 

analyze the syntax of the 

sentence and construct 

new grammar rule 

Thai 

LFG 

lexicon 

fail 

success 

Nested list 

 

 Build Thai LFG tree 

Thai LFG tree 

 

 

 

 

 

 

 

 

 

 

 

Build English c-structure tree 

 

build English 

c-structure tree? 

analyze the F-pattern 

of the new sentence 

construct new 

FtoC-patterns 

FtoC-patterns 

English c-structure tree 

English sentence generation 

English sentence 

success 

fail 

add 

Fourth phase 

Second phase 

First phase 

Third  phase 

 

add 

Syntactic analysis 

Figures 1 The framework for developing the system 
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A. First phase: Thai syntactic analysise 

GFU-LAB [38], which is software package written in 
Prolog that performs syntactical analysis using LFG, was 
modified to parse Thai sentences into Interlingua. The modified 
software uses the Left-Corner parsing method and requires two 
sets of data as follows, 

• Thai LFG grammar rules   

Thai LFG grammar rules were developed 
[26][27][28] through grammar analyses following 
IC (Immediate constituent) theory. The analyses 
were performed on 200 noun phrases, verb 
phrases, preposition phrases and simple sentences 
from the Orchid Corpus [39]. During the analyses 
each phrase or sentence is repeatedly divided into 
successive constituents until the smallest 
constituents - consisting of only a word or 
meaningful part of a word - are determined. Each 
step of the constituent division can then be 
translated into a corresponding Thai grammar 
rule in a context-free format. Finally, the Thai 
grammar rules are transformed into c-structure 
forms of LFG grammar. 

• Thai LFG lexicon  

There are a number of structural differences 
between Thai and English language [29]. English 
is an inflectional language where morphemes can 
be changed inside or affixed so that information - 
such as gender, quantity, tense and so on - can be 
expressed inside the morphemes. or example: 

‘cars’  Quantity = plural. 

        ‘ran’    Tense = past simple.  

Thai is not an inflectional language and so its 
morphemes cannot be changed inside. In order to 
express such information on a morpheme, other 
morphemes must be accompanied with it, thus 
forming a compound word. Each word in the Thai 
LFG lexicon [30][31][32][33][34][35][36] consists of 
information about the word,  for example: 

คอมพิวเตอร
 (computer) = NOUN 

     head = คอมพิวเตอร
 

    pred = computer 

     type = NCMN  

     ontology = computer. 

  

The output of the first phase after a given 
Thai sentence or phrase has been parsed is a nested 
list structure. The list consists of two structures of 
LFG, namely c-structure and f-structure. If the Thai 
sentence or phrase can be parsed successfully, the 
output of that Thai sentence or phrase is forwarded to 
the second phase. Alternatively, the syntax of the Thai 

sentence or phrase is analyzed using IC theory and  
new Thai grammar rules founded by the analyses will 
be added to the system so that the sentence or phrase 
can be successfully parsed. Fig. 2 shows an example 
of the output of the syntactic analysis for a Thai 
phrase      “โครงการ เครือข
ายคอมพิวเตอร
” 

 

Figure 2. An example of output resulting from syntactic 
analysis 

B. Second Phase: Building a Thai LFG tree structure 

In this phase the output from the first phase in nested list 
format is converted into a general tree structure. For example, 
the output of Fig. 2 is converted into a corresponding Thai LFG 
tree structure as shown in Fig. 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[[modi=[sem=[pred=computer network, 

type=NCMN, ontology=network], wordtype=NOUN, 

head= เครือข
ายคอมพิวเตอร
], wordtype=NOUN, 

head= โครงการ, sem=[pred=project, type=NCMN, 

ontology=plan, modifier=[pred=computer network, 

type=NCMN, ontology=network]]] 
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Figure 3. An example of Thai LFG tree (Interlingua) 

C. Third Phase: Building English c-structure tree 

In this phase, an English c-structure equivalent to the Thai 

LFG tree structure derived from phase 2 is created. There are 

two steps in this phase. The first step matches the child nodes 

of the root representing the sentence level of the Thai LFG-

tree against a set of predefined patterns. If a match is found, 

the child nodes are reordered and converted into the equivalent 

nodes of English c-structure at the sentence level. The 

predefined patterns are called FtoC patterns. The second step 

is performed recursively at each lower level or the phrase 

levels. For each of the lower levels, phase-level transformation 

is performed. The phase-level transformation involves 

matching the current node and its children against the 

predefined set of phase level FtoC patterns. If a match is 

found, necessary reordering and conversion takes place. The 

conversion process is performed recursively from the root to 

the leaves of the Thai LFG tree structure until the whole tree 

structure is processed. Each of the FtoC patterns consists of a  

 

 

 

 

 

 

 

 

 

 

 

sequence of constitutes at the right hand side of a Thai LFG 

grammar rule.  

Examples of FtoC patterns at a sentence level are shown 

in Table I, while examples of FtoC patterns at a phrase level 

are shown in Table II. The symbols used in the table are as 

follows: V1, V2, and Vs represent finite verbs, while V3 

denotes a participle verb. NP represents a noun phrase and PP 

denotes a preposition phrase.  Like the grammar rules used in 

the first phase, the FtoC patterns and corresponding reordering 

and conversions are built incrementally. If an equivalent 

English c-structure is constructed successfully, the output 

English c-structure will be forwarded to the next phase. 

Otherwise, syntactical structure of the sentence or phrase is 

analyzed and new corresponding FtoC patterns - along with 

necessary ordering/conversions - are added into the system, 

enabling the equivalent English c-structure to be successfully 

constructed. 
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TABLE I.         EXAMPLES OF SENTENCE LEVEL FtoC-PATTERNS 
 Thai Patterns English Patterns 

PASSIVE 

VOICE 

 

 

SUBJECT 

 

(NP) 

VERB 

 

OBLIQUE 

PHRASE 

 

(PP) 

 

 

SUBJECT 

 

(NP) 

VERB 

 

(is + V3) 

(are + V3) 

OBLIQUE 

PHRASE 

 

(PP) 

 

FUTURE 

 

 

SUBJECT 

 

(NP) 

VERB 

 

(ADJUNCT +  V) 

 

OBJECT 

 

(NP) 

 

 

SUBJECT 

 

(NP) 

VERB 

 

(will  + V1) 

(shall + V1) 

OBJECT 

 

(NP) 

 

PAST SUBJECT 

 

(NP) 

VERB 

 

(ADJUNCT + V) 

OBJECT 1 

 

(NP) 

OBJECT 2 

 

     (NP) 

SUBJECT 

 

(NP) 

VERB 

 

(V2) 

OBJECT 2 

 

(NP) 

OBJECT 1 

 

(NP) 

PRESENT 

SUBJECT 

 

(NP singular) 

 

 

SUBJECT 

 

(NP plural) 

VERB 

 

(V +  Modifier) 

 

 

VERB 

 

(V +  Modifier) 

OBJECT 

 

(NP) 

 

 

OBJECT 

 

(NP) 

 SUBJECT 

 

(NP singular) 

 

 

SUBJECT 

 

(NP 

plural) 

VERB 

 

(Vs +  Modifier) 

 

 

VERB 

 

(V1 + Modifier) 

OBJECT 

 

(NP) 

 

 

OBJECT 

 

(NP) 

 

 

  

TABLE II.        EXAMPLES OF PHRASE LEVEL FtoC-PATTERNS 
 Thai Patterns English Patterns 

Noun Phrase 

 

MODIFIER 

 

(Classifier) 

NOUN 

 

(Proper Noun) 

 The 

   

MODIFIER 

 

(Classifier) 
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NOUN 
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NOUN 
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MODIFIER 
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MODIFIER 

 

(Common 

Noun) 

NOUN 

 

(Proper Noun) 

 The MODIFIER 
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 According to the examples of FtoC patterns shown above, 

the system must be able to perform subject-verb matching 

and also perform necessary conversions to handle functional 

features such as tense, voice, article, singular or plural noun 

etc. 

D. FOURTH PHASE: GENERATING AN ENGLISH SENTENCE 

To generate the equivalent English sentence, the system 

traverses an English c-structure tree and prints out all 

English words of the leaf nodes in a left to right direction. 

The output from this fourth phase will be the English 

phrase/sentence translated from the given Thai sentence. 

III. BUILDING A SYSTEM PROTOTYPE 

To verify whether the framework can be used effectively 
for building the Thai-to-English machine translation system, 
a system prototype is built according to the framework.  Two 
stages of building the prototype are implemented as the 
prototype is constructed incrementally according to the 
framework. 

A. The First Stage: Building an intermediate system 

In this stage, about 100 Thai phrases and simple 
sentences (no serial verb constructions) are selected from the 
Orchid Corpus and then Thai grammar rules are developed 
according to the phrase and sentences using the IC-theory. A 
Thai LFG lexicon based on the Thai phrases and simple 
sentences is also created. Following the framework, each of 
the phrases/sentences is entered into the prototype system, 
one at a time. The grammar rules and FtoC patterns were 
built incrementally. After the completion of the first stage, 
the prototype can handle the translation of phrases and 
simple sentences. Hence, the prototype can be used as an 
intermediate system open to extension, enabling it to 
eventually handle translations of more complex sentences. 

B.       The Second Stage: Enhancing the intermediate 

system 

An additional 100 more complex sentences (no serial 
verb constructions) were selected from the corpus and then 
processed in the same way as in the first stage. Again, the 
grammar rules and FtoC patterns associated with each of the 
additional sentences were added into the system. As more 
sentences were input into the prototype, the prototype 
became more capable and some sentences could be translated 
successfully without any changes or modifications to the 
system.    

To evaluate the quality of the translation of the prototype, 
three senior master students of the School of Language and 
Communication of National Institute of Development 
Administration (NIDA), Thailand, who had taken courses in 
translation theory, were presented with the 200 input 
phrase/sentences as well as the corresponding results of the 
machine translations from the prototype. The students were 
asked to assess and classify the quality of the translation into 
three levels.  The first level - with a score of 3 - is given to a 

translation that is acceptable, i.e. the output sentence could 
be understood and had the same meaning as the source 
sentence.  

The second level - with a score of 2 - is given to a 
translation that is moderately acceptable. This means that the 
output sentence might have small errors but could still be 
understood and carried the same meaning as the source 
sentence.  

The third level - with a score of 1- is given to a 
translation that is not acceptable or has to be rejected 
outright. This means that the output sentence could not be 
understood or did not carry the same meaning as the source 
sentence. The scores given by the three students are 
summarized in Table III.   

 

Table III shows that most of the translations (about 76.2 
%) from the prototype are either acceptable or moderately 
acceptable. The remainder - about 23.8 % - are rejected. The 
average score given by the three students was 2.05.  

These figures demonstrate that the prototype built 
according to the framework can be an effective tool for Thai 
to English machine translation, although there are still 
improvements required to be made in the future.    

IV. CONCLUSIONS AND FUTURE WORK USING 
THE TEMPLATE 

This paper introduces a new framework for developing 
Thai to English machine translation system incrementally. 
Thai LFG grammar rules were derived directly from given 
Thai sentences/phrases using IC-theory. A Thai sentence is 
first translated into an Interlingua of Thai LFG tree structure. 
A process of pattern matching the Thai LFG tree nodes and 
transforming them into equivalent nodes of English LFG c-
structure tree is proposed. The English LFG c-structure can 
then be easily transformed to an English sentence/phrase.  

A prototype of the machine translation system was built 
according to the framework. The prototype system was able 
to achieve a certain degree of success in terms of the quality 
of the translations. However, more progresses need to be 
made in the future so that the system can handle more 

TABLE III.      THE SUMMARY OF SCORES GIVEN BY 

THE THREE STUDENTS 

 

Acceptable 

(3) 

(%) 

Moderate 

(2) 

(%) 

Rejected 

(1) 

 (%) 

First student 22 57 21 

Second student 31.5 48 20.5 

Third student 32.5 37.5 30 

Average 

percentages 
28.7 47.5 23.8 

Average Score 2.05 

ISSN : 0975-3397 286



Tawee Chimsuk et al. / (IJCSE) International Journal on Computer Science and Engineering 

Vol. 02, No. 02, 2010, 280-288 

 
complex sentences, tenses, voices and articles. Automatic 
tools to learn Thai grammar rules from corpus and to learn 
patterns of Thai LFG tree structure and their transformations 
from a given translation may be used to assist the 
development of a fully functioning system.   
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