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Abstract— The combination of chaotic theory and cryptography 
forms an important field of information security. In the past 
decade, chaos based image encryption is given much attention in 
the research of information security and a lot of image 
encryption algorithms based on chaotic maps have been 
proposed. Due to some inherent features of images like bulk data 
capacity and high data redundancy, the encryption of images is 
different from that of texts; therefore it is difficult to handle them 
by traditional encryption methods. In this communication, a new 
image encryption algorithm based on three different chaotic 
maps is proposed. In the proposed algorithm, the plain-image is 
first decomposed into 8x8 size blocks and then the block based 
shuffling of image is carried out using 2D Cat map. Further, the 
control parameters of shuffling are randomly generated by 
employing 2D coupled Logistic map. After that the shuffled 
image is encrypted using chaotic sequence generated by one-
dimensional Logistic map. The experimental results show that the 
proposed algorithm can successfully encrypt/decrypt the images 
with same secret keys, and the algorithm has good encryption 
effect, large key space and high sensitivity to a small change in 
secret keys. Moreover, the simulation analysis also demonstrates 
that the encrypted images have good information entropy, very 
low correlation coefficients and the distribution of gray values of 
an encrypted image has random-like behavior. 

Keywords—Information security, image encryption, chaotic 
maps, image shuffling, logistic map, information entropy. 

I.  INTRODUCTION 

Chaos signals are considered good for practical use because 
they have important characteristics such as they are highly 
sensitive to initial conditions and system parameters, they have 
pseudo-random property and non-periodicity as the chaotic 
signals usually noise-like, etc. Consequently, the combination 
of chaotic theory and cryptography forms an important field of 
information security. The characteristics of chaotic signals 
make chaos system an excellent and robust cryptosystem 
against any statistical attacks. Due to some inherent features of 
images like bulk data capacity and high data redundancy, the 
encryption of images is different from that of texts; therefore it 
is difficult to handle them by traditional encryption methods. In 
present years, the chaos based cryptographic algorithms have 
suggested some new and efficient ways to develop secure 

image encryption techniques to meet the demand for real-time 
image transmission over the communication channels. 
Therefore, chaos based image encryption is given much 
attention in the research of information security and a lot of 
image encryption algorithms based on chaotic systems have 
been proposed [1-13]. There have been many image encryption 
algorithms based on chaotic maps like the Logistic map [5-7], 
the Standard map[8], the Baker map [9, 10], the PWNLCM 
[11] the Cat map [12, 13], the Chen map [6, 13], etc. In order to 
improve the security performance of the image encryption 
algorithm, the concept of shuffling the positions of pixels in the 
plain-image and then changing the gray values of the shuffled 
image pixels is used. In this paper, a new block based image 
shuffling is proposed to achieve good shuffling effect using 
two chaotic maps and the encryption of the shuffled image is 
performed using a third chaotic map to enforce the security of 
the proposed encryption process. 

II. CHAOTIC MAPPINGS USED 

A. 2D Coupled Logistic Mapping 

The two-dimensional coupled Logistic map [14] is 
described as follows: 

xn+1 =  μ1xn(1 − xn)+ γ1 yn
2   (1) 

yn+1 =  μ2yn(1 − yn)+ γ2(xn
2
 + xn yn)  (2) 

Three quadratic coupling terms are introduced to 
strengthen the complexity of 2D Logistic map. This system is 
chaotic when 2.75 < μ1 ≤ 3.4, 2.7 < μ2 ≤ 3.45, 0.15 < γ1 ≤ 0.21 
and 0.13 < γ2 ≤ 0.15 and generate chaotic sequences x, y in the 
interval (0, 1). The map of eqn (1)-(2) is iterated for n = 16000 
times with initial conditions and parameters as: x0 = 0.0215, y0 
= 0.5734, μ1 = 2.93, μ2 = 3.17, γ1 = 0.197 and γ2 = 0.139. The 
statistical analysis of x and y sequences shows that they have 
poor balance, autocorrelation and cross-correlation properties. 
The mean values of the sequences are mean(x) = 0.6456 and 
mean(y) = 0.6590. To improve the statistical properties of the 
sequences generated by 2D Logistic map, the following 
preprocessing is performed. 

xi = 106xi – floor(106xi)   (3) 
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yi = 106yi – floor(106yi)   (4) 

The mean values of the sequences after preprocessing are 
mean(x) = 0.5004 and mean(y) = 0.4984, which are closer to 
the ideal value 0.5. Now, the preprocessed sequences have 
better balance distribution, auto/cross correlation properties 
and they can be utilized in a cryptographic process. 

B. 2D Cat Mapping 

A 2D Cat map is first presented by V.I. Arnold in the 
research of ergodic theory. Let the coordinates of positions of 
pixels in an image are P = {(x, y) | x, y = 1, 2, 3, . . ., N}, a 2D 
Cat map with two control parameters [12] is as follows: 

x’ =  ( x+ ay )mod(N)   (5) 

y’ =  ( bx+ (ab+1)y )mod(N)  (6) 

Where, a, b are control parameters which are positive 
integers and (x’, y’) is the new position of the original pixel 
position (x, y) of N x N plain-image when Cat map is applied 
once to the original. Cat map permutes/shuffles the 
organization of pixels of plain-image by replacing the position 
of the image pixel points with new coordinate. After several 
iterations, the correlation among the adjacent pixels is 
disturbed completely and the image appears distorted and 
meaningless. But after iterating many times it will return the 
original image i.e. the Cat map is periodic [13]. To deal with 
the periodicity of Cat map, a block based image shuffling is 
performed using 2D Cat map in which the control parameters 
of the Cat map are randomly generated by using 2D coupled 
Logistic map for each 8x8  block of the plain image.  

C. 1D Logistic Mapping 

The one-dimensional Logistic map is proposed by R. M. 
May [15]. It is one of the simplest nonlinear chaotic discrete 
systems that exhibit chaotic behavior, defined by the equation:  

zn+1 =  λzn(1 − zn)    (7) 

where zo is initial condition, λ is the system parameter and n is 
the number of iterations. The research shows that the map is 
chaotic for 3.57 < λ < 4 and zn+1 belong to the interval (0, 1) 
for all n. The sequence generated from eqn(7) has random-like 
behavior. The sequence doesn’t require any type of 
preprocessing. The sequence generated by Logistic map of 
eqn(7) is used to encrypt the shuffled image.  

III. PROPOSED IMAGE ENCRYPTION ALGORITHM 

The proposed image encryption algorithm has two major 
steps. Firstly, the correlation among the adjacent pixels is 
disturbed completely as the image data have strong correlations 
among adjacent pixels. For image security and secrecy, one has 
to disturb this correlation. To achieve this, a block based image 
shuffling scheme is proposed using 2D Cat map. Then the pixel 
values of the shuffled image are encrypted by employing a 1D 
Logistic map. 

The periodicity of Cat map degrades the security, because 
the possible attack may iterate the map continuously to 
reappear the plain-image, this makes the straightforward use of 

conventional Cat map unsafe for image security. To withstand 
the periodicity attack of Cat map, a new block based image 
shuffling scheme using Cat map is proposed in which the two 
control parameters a, b of map are randomly generated through 
a key dependent chaotic sequences. The control parameters of 
Cat map are the control parameters of shuffling. The shuffling 
effect obtained after a number of iterations depends on these 
parameters. In our algorithm, these control parameters are 
randomly generated through the chaotic sequences obtained 
from 2D Logistic map. The two chaotic sequences obtained 
from 2D Logistic map are first preprocessed through eqns(3)-
(4) and then the control parameters a, b are evaluated. The 
process of generation of control parameters is as follows: 

First the map of eqn(2) is iterated for 1000 times with initial 
conditions as: x0 = 0.0215, y0 = 0.5734, μ1 = 2.93, μ2 = 3.17, γ1 
= 0.197 and γ2 = 0.139., these 1000 values of x and y are 
discarded. The map is again iterated for next nob+2 times and 
produces xi and yi, where ‘nob’ is the number of 8x8 sized 
blocks in NxN image and i=1,2, . . ., nob+2. The calculation of 
ai and bi from xi and yi respectively is as follows: 

pxi = 1014 (106xi – floor(106xi))   
pyi = 1014(106yi – floor(106yi)) 
 

k1 = (pxi)mod(83) + 17 
k2 = (pyi)mod(107) + 19  
 

ai = (pxi)mod(k2) +1 
bi = (pyi)mod(k1) + 1 

The control parameters ai, bi are made sensitive to secret 
keys of 2D Logistic map. As a result, the shuffling scheme 
becomes sensitive to a small change in secret keys. So, the 
attacker cannot make use of Cat map’s periodicity to obtain the 
plain-image without secret keys.  The whole procedure of new 
image encryption scheme is as follows: 

Step 1. Suppose that the plain-image to be shuffled is I0(x, 
y) of size NxN, where x, y=1, 2, 3, . . ., N. 

Step 2. Divide the whole image I(x, y) into 8x8 size 
blocks, B1, B2, . . ., Bnob. 

Step 3. Apply Cat map within block Bi using control 
parameters ai and bi to shuffle the pixels of the block, where 
i=1, 2, 3, . . ., nob. After repeating this step for n1 times we get 
partially shuffled image I1(x, y). 

Step 4. Apply Cat map within image I1(x,y) to shuffle the 
whole blocks using control parameters aj and bj, where 
j=nob+1. After repeating this step for n2 times we get another 
partially shuffled image I2(x, y). 

Step 5. Apply Cat map within whole image I2(x, y) to 
shuffle the pixels using control parameters aj and bj, where 
j=nob+2. After repeating this step for n3 times we get finally 
shuffled image S(x, y). 

Step 6. Suppose that SB(x,y) is the binary equivalent of the 
decimal gray value of the shuffled image S(x, y) with pixel 
coordinate (x, y), where x, y=1, 2, 3, . . ., N and let KBj is the 8-
bit binary number obtained from 1D Logistic map’s discrete 
variable zj. The evaluation of KBj from zj is as follows: 

ISSN : 0975-3397 47



Musheer Ahmad et al /International Journal on Computer Science and Engineering, Vol.2(1), 2009, 46-50 

 

KBj = DecimalToBinary(mod(1014zj, 256)) 

The function DecimalToBinary(z) converts the decimal 
number z to binary value and mod(x, y) returns the remainder 
whenever x is divided by y. The shuffled image S(x, y) is 
encrypted as: 

EB(x, y) = SB(x, y)  KBi  

Where i = N(x – 1) + y; and x, y = 1, 2, 3, . . ., N. The 
EB(x,y) is the binary equivalent of the decimal gray value of the 
encrypted image with pixel coordinate (x, y). The symbol  
represents the exclusive-OR operation bit by bit. The 1D 
Logistic map is iterated for NxN times to encrypt all the pixels 
of the shuffled image. All the binary numbers EB(x,y) are 
converted to decimal numbers to get the resultant encrypted 
image E(x, y). The block diagram of the proposed image 
encryption algorithm is shown in Figure 1. 

The plain-image can be recovered successfully by applying 
the proposed algorithm in reverse order. 

 

 

Figure 1.   Proposed image encryption algorithm 
 

IV. EXPERIMENTAL RESULTS 

The proposed encryption algorithm is implemented in 
MATLAB for computer simulations. We take a gray-scale 
“Lena” image of 128x128 in size for experimental purposes. 
The original Lena image and its histogram are shown in figure 
2(a)-(b). The initial conditions and system parameters are: x0 = 
0.0215, y0 = 0.5734, zo = 0.3915, μ1 = 2.93, μ2 = 3.17, γ1 = 
0.197, γ2 = 0.139 and λ = 3.9985. The result of proposed block 
based image shuffling scheme for n1 = n2 = n3 = 2, is shown in 
figure 4 and the corresponding shuffling result of the same 
image using the conventional Cat map scheme is shown in 
figure 3. However, the result of proposed encryption algorithm 
for n1 = n2 = n3 = 2 is shown in Figure 5. It is clear from the 
two shuffled images shown in figure 3 and 4 that the proposed 
shuffling scheme provides more distortion and more 
uncorrelated adjacent pixels in resultant shuffled image. 
Moreover, as we can see in Figure 5(b) that the histogram of 
the encrypted image is fairly uniform and much different from 
the histogram of the plain-image shown in Figure 2(b) i.e. the 

distribution of gray values of the encrypted image has good 
balance property. Hence, the encrypted image doesn’t provide 
any information regarding the distribution of gray values to the 
attacker. As a result the proposed algorithm can resist any type 
of histogram based attacks. 

 
 
 
 
 
 
 
 
 
 

Figure 2.   Plain-image and its histogram 

 

 

Figure 3.   Shuffling result by conventional Cat map: (a) shuffled image; 

(b) histogram of shuffled image  

 

 
Figure  4.   Shuffling result by block based shuffling scheme: (a) 

shuffled image; (b) histogram of shuffled image  
 

 
Figure 5.   Encryption result by proposed algorithm: (a) encrypted 

image; (b) histogram of encrypted image  
 

A. Key Space Analysis 

Key space is the total number of different keys that can be 
used in the cryptographic system. A cryptographic system 
should be sensitive to all secret keys. There are total eight 
initial conditions of chaotic map used in the algorithm and the 
initial conditions for x0, y0, z0, μ1, μ2, γ1, γ2 and λ can be used as 
secret keys of encryption and decryption. In our case, the 
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precision is 10-14, the key space size is (1014)8 i.e. 10112, which 
is extensively large enough to resist the exhaustive attack. 

B. Key Sensitivity Analysis 

A good cryptosystem should be sensitive to a small change 
in secret keys i.e. a small change in secret keys in decoding 
process results into a completely different decoded image. Our 
proposed encryption algorithm is sensitive to a tiny change in 
the secret keys. If we change a little (10-14) any of the initial 
conditions then the decrypted image is totally different from 
the plain-image. As an example, consider the original Lena 
image, shown in Figure 2, it is encrypted using the proposed 
algorithm using the initial conditions given earlier for n1 = n2 = 
n3 = 2, the encrypted image is shown in figure 5. The encrypted 
image shown in Figure 5 is decrypted using the correct secret 
keys, the image obtained after decryption is shown in figure 6. 
It is noted that the decrypted image and its histogram are 
exactly same as that of the plain-image and its histogram, 
respectively. Hence, we can say that the proposed algorithm 
can successfully encrypt and decrypt the digital images without 
any loss of inherent information of the images.  

Now, if we change one of the initial conditions, say x0, z0 
and μ2 a little (10-14) then the decrypted images obtained are 
shown in figure 7(a)-(c). As we can see that the images shown 
in figure 7 are totally different from the plain-image shown in 
figure 2. Further, the decrypted images appear like a noise. 
Similar sensitivity is noticed for the case of wrong y0, μ1, γ1, γ2 
and λ. Hence, we can say that the proposed encryption scheme 
is highly sensitive to a small change in secret keys. 

 

 

 

 

 

 

 

Figure 6.   Decrypted image and its histogram 
 

 
Figure  7.   Key sensitivity analysis (a) decrypted image with 

x0=0.02150000000001;  (b) decrypted image with zo = 0.39150000000001; 
(c) decrypted image with μ2 = 3.17000000000001;  

 

C. Correlation Coefficient Analysis 

In order to evaluate the encryption quality of the proposed 
encryption algorithm, the correlation coefficient is used. To 

calculate the correlation coefficients between two vertically, 
horizontally and diagonally adjacent pixels of an encrypted 
image, the following equation is used [9]. 

  

 

 

 

 

 

 

 

Where x and y are gray values of two adjacent pixels in an 
encrypted image. We randomly select 1000 pairs of vertically, 
horizontally and diagonally adjacent pixels and calculate the 
correlation coefficients in three directions separately. The 
correlation coefficients among adjacent pixels of plain-image 
in three directions come out to be 0.9535, 0.9617 and 0.9503, 
respectively. The values of correlation coefficients obtained in 
encrypted images for various iterations n1, n2, and n3 are listed 
in Table 1. The values of correlation coefficients show that the 
two adjacent pixels in the plain-image are highly correlated to 
each other and correlation coefficients are almost 1 whereas the 
values of correlation coefficients in the encrypted images are 
close to 0, this means that the adjacent pixels in the encrypted 
images are highly uncorrelated to each other. 

 
TABLE 1: CORRELATION COEFFICIENTS OF TWO ADJACENT PIXELS IN 

ENCRYPTED IMAGES FOR VARIOUS ITERATIONS 
n1 = n2 = n3 Vertical Horizontal Diagonal 

1 0.0106 0.0095 0.0048 

2 0.0044 0.0032 0.0063 

3 -0.0029 -0.0007 0.0031 

4 -0.0114 -0.0298 -0.0004 

5 0.0087 -0.0099 -0.0139 

7 -0.0058 0.0053 -0.0146 

10 -0.0007 0.0093 -0.0062 

15 0.0035 0.0086 0.0067 

 

D. Information Entropy Analysis 

The entropy H of a symbol source S can be calculated by 
following equation [16].  

 

Where p(si) represents the probability of symbol si and the 
entropy is expressed in bits. If the source S emits 28 symbols 
with equal probability, i.e. S = { s1, s2, . . . , s256}, then the 
result of entropy is H(S) = 8, which corresponds to a true 
random source and represents the ideal value of entropy for 
message source S. Information entropy of an encrypted image 
can show the distribution of gray value. The more the 
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distribution of gray value is uniform, the greater the 
information entropy. If the information entropy  of an 
encrypted image is significantly less than the ideal value 8, 
then, there would be a possibility of predictability which 
threatens the image security. The value of information entropy 
for the plain-image is comes out to be H(S) = 7.3881. 
However, the values of information entropy obtained for the 
case of images encrypted by the proposed algorithm are very 
close to the ideal value 8, the entropy values of the encrypted 
images are listed in Table 2. This means that the information 
leakage in the proposed encryption process is negligible and 
the image encryption system is secure against the entropy 
attack.  
 

TABLE 2: INFORMATION ENTROPY OF ENCRYPTED IMAGES FOR VARIOUS 
ITERATIONS 

n1 = n2 = n3 Information Entropy 

1 7.9892 

2 7.9887 

3 7.9875 

4 7.9890 

5 7.9903 

7 7.9882 

10 7.9873 

15 7.9891 

 

V. CONCLUSIONS 

In this paper, we presented a new algorithm of encryption 
and decryption of images.  The algorithm is based on the 
concept of shuffling the pixels positions and changing the gray 
values of the image pixels. To perform the shuffling of the 
plain-image’s pixels, a block based shuffling scheme is 
proposed, in which the plain-image is decomposed into 8x8 
size blocks and a 2D Cat map is applied in three different 
ways to achieve good shuffling effect. Moreover, the control 
parameters of shuffling are randomly generated using a 2D 
coupled Logistic map to enforce the secrecy of the image. The 
encryption of the shuffled image is done using chaotic 
sequence generated through a 1D Logistic map. All the 
simulation and experimental analysis show that the proposed 
image encryption system has (1) a very large key space, (2) 
high sensitivity to secret keys, (3) has information entropy  
close to the ideal value 8 and (4) has low correlation 
coefficients close to the ideal value 0. Hence, we can say that 
all the analysis prove the security, effectivenees and 
robustnesss of the proposed image encryption algorithm.  
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