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Trust Based Load Distribution in a Data Grid 
Environment

  
 

 
 

Abstract— The basic idea of a load balancing system is to 
transfer partial of system workload from busy nodes to some 
idle nodes. The target resource selection for task migration is a 
key factor in the load balance strategy. As grid is dynamic in 
nature, resources may join or leave the grid at any instance of 
time. It’s inefficient to select a target resource that often leaves 
the grid and hence the tasks may be rescheduled for several 
times. When the cost of load transmission is not negligible, the 
overhead of the load balancing strategy will be unacceptable. 
In that case, the cost of propagating system load will be 
extremely high. To improve the efficiency of the load balancing 
process, one can select trustworthy resources from the list of 
available resources. In this paper we present a load 
distribution strategy that considers the trustworthiness of the 
resource as a benchmark for participation in the load 
balancing process. The simulation results show that the load 
distribution among the trustworthy resources results better 
system throughput compared to load distribution to all 
available resources in the grid. 

Keywords-Data Grid, Load Distribution, Communication 
Overhead, Trust, Resource Reliabilty  

I.  INTRODUCTION  

To provide a high performance computing environment 
is the one of the primary goals of the grid computing. The 
computation load on different work units may differ 
significantly. This difference becomes the major limitation of 
the system performance and hence cause the under 
utilization of system resources. 

To utilize the spare capacity of these resources, the 
workload is distributed from overloaded resources to under 
loaded resources.  As grid is dynamic in nature, it is hard to 
realize the load balance in such environment. The load 
balancing for these resources in the grid network is 
influenced by the factor of resource reliability. Resource 
reliability is a measure of fraction of time for which a 
resource is available for use. Grid network is a combination 
of reliable and unreliable set of resources. A reliable resource 
provides better service compared to unreliable resource.  

Load distribution strategy in grid environment deals, 
when one resource is overloaded it make use of unused 
computing power in the network by distributing the load 
from overloaded resource to an under loaded resource. When 
the load is migrated from the overloaded resource (sender) to 
the under loaded resource (receiver), the receiver must be 
reliable enough such that it completes the assigned task with 
the assured performance. Therefore, resource discovery 
process plays an important role in the load balancing process.  

To minimize the potential failure in allocating the 
resources in load balancing process, we emphasize on  

 

resource discovery by taking into account the trustworthiness 
of the resource providing the service. The trust value of a 
resource is computed by integrating the direct trust and 
reputation of the resource.  

The reminder of the paper is structured as follows. 
Section 2 discusses about the related work. Section 3 
discusses about the load balancing problem in grid, section 4 
discusses about the grid framework, section 5 discusses 
about the simulation results and section 6 presents the 
conclusions and future enhancements. 

II. RELATED WORK 

The load balancing strategies are divided into two types: 
static load balancing such as RRS, WRRS, LCS, DHS, RS 
[2-5] and dynamic load balancing strategies such as SWP 
arithmetic [4-5]. In static load balancing approach, the load 
states in the cluster are known and in dynamic load balancing 
approach, the load states are unknown before load balancing 
process Grid is a dynamic environment, resources may join 
or leave the grid at any instance of time. Therefore it is hard 
to realize the load balance among the nodes offering 
processing power.  

Load distribution is essential for efficient utilization of 
resources in the grid environment. Therefore our work is 
focused on the utilization of the resources that offer reliable 
service. The load distribution policy considers the reliability 
of the resources for participation in the load distribution 
process.  The existing load distribution algorithms like 
RAND [21], ACWN [22], PRAND [23], LADE [24], 
PACWN [25], LADF [26] consider the workload of the 
processors and adapt a load distribution rule to distribute the 
load among the available processors.  

Much research on load balancing in P2P systems are also 
carried out. Buers et al. proposed in [14] a simple “the power 
of two” load balancing strategy. In their approach, multiple 
hash functions are used to generate the file_id’s. In case a 
new file is inserted, it will be given multiple identifiers, the 
file will be stored on the least loaded peer. But it increases 
computational overhead for routing request and it is static 
allocation algorithm. Zhiyong and Bhuyan proposed a novel 
load balancing algorithm [19], in which file access history 
and peer heterogeneity properties are taken into account to 
determine the load distribution. The algorithm dynamically 
performs the load redistribution during system running time 
if overloaded peers are appeared. Some algorithms [27-29] 
use the concept of virtual servers and peer heterogeneity to 
address the load imbalance state.  

Research on load balancing in grid, Dobber [15] 
proposed a dynamic load balance strategy which predict the 
future load situation according to history information and 
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reschedule newly incoming request to balance the overall 
system load. Algorithms in [16][17] mainly focuses on 
selection of suitable jobs and bind them with suitable 
resources.  A fitted random sampling based load balancing 
scheme proposed in [12] eliminate the need for monitoring 
the resource availability.  

The success of load balancing process is mainly 
depending on the communication overhead. In a dynamic 
environment, to limit the cost of propagating system load 
one can select target from its neighbors [6][11]. Research 
efforts using agent-based load balancing strategies [18] use 
agents to exchange load information among different 
resources. An ant-like self-organizing agent’s mechanism is 
introduced and achieved overall grid load balancing through 
a collection of very simple load interactions [3]. 

Our work is mainly inspired from the work done by 
authors in [1] for trusted grid computing with security 
assurance at all resource sites. The authors have proposed a 
new fuzzy-logic based trust model for trusted grid computing 
with security assurance. They designed a secure grid 
outsourcing system for secure scheduling a large number of 
autonomous and indivisible jobs to grid sites and observed 
considerable performance gain for large workloads under 
risky conditions. We adapted the fuzzy-based task mapping 
proposed in [1] in our trust-aware load distribution problem 
for task mapping to trustworthy resources and improve the 
performance of the load distribution process. 

III. LOAD BALANCING PROBLEM IN GRID 

Workload and resource management are two essential 
functions provided at the service level of the grid software 
infrastructure. To improve the global throughput of the grid, 
workloads have to be evenly scheduled among the available 
resources. When the load/task is distributed from the 
overloaded (sender) resource to the under loaded (receiver) 
resource, the receiver must be reliable enough and must 
complete the migrated task with the assured Quality of 
Service (QoS). A QoS is the ability to serve a job by 
providing quality and reliable resource for completing the 
assigned task. Selection of a quality and reliable resource 
yield excellent and quality results. Grid provides facility for 
sharing of a large scale, distributed and heterogeneous 
computing resources [7]. Reliable resources must be selected 
for participation in the load balancing process so as to reduce 
the job turn-around time and hence improve the system 
throughput. 

Several attempts have been made to select resources 
based on user requirements and resources availability, but to 
the best of our knowledge there has been no attempt directly 
address the load balancing process to provide selection of 
participating resources on the basis of trust. The success of a 
load balancing algorithm mainly depends on the reliability of 
the participating resources in the load balancing process. 
Hence overloaded resource must trust the performance of an 
under loaded resource.  

A. Problem Specific to Grid Computing 

     Grid is a heterogeneous environment in which resources 
span across the multiple administrative domains in a wide 
spread geographical area. The resources in the grid may join 
or leave the grid at any instance of the time. It means the 
probability of some resource failures is naturally high. 
Efficient resource management techniques are required to 
monitor the dynamic behavior of the resources. Due to this 
nature, the load balancing process becomes more complex 
in grid compared to traditional homogeneous parallel and 
distributed systems. These observations notifies that it is 
very difficult to achieve load balancing for all the under 
loaded resources in the grid, rather we propose a method to 
distribute the load among the trustworthy resources that 
guarantee the QoS commitment. 

B. Notion of Trust 

In this paper, we use a trust model that deal with 
behavior trust. We follow the definition of trust proposed by 
Muthucumaru in [9] as below. 

“Trust is the firm belief in the competence of an entity to 
act as expected such that this firm belief is not a fixed value 
associated with the entity but rather it is subject to the 
entity’s behavior and applies only within a specific context at 
a given time”. 

Table 1: Description of the trust levels 
Trust level range Description 

1-2 very untrustworthy 
3-4 untrustworthy 
5-6 medium trustworthy 
7-8 trustworthy 

9-10 very trustworthy 
The firm belief is a dynamic value and spans over a set of 

values ranging from very trustworthy to very untrustworthy 
[30], and in our work we mapped the trust value with 
numeric range on a 10 point scale as shown in Table 1. We 
compute the trustworthiness of the resource based on the 
direct trust and reputation as shown in (1). 

Let Ri be the ith resource in grid G. Ti  be the trust-value 
of the resource Ri. We define Ti as 

Ti(Ri) = Direct-Trust   + Reputation                     (1) 
 
Where  +  = 1. 
 

Direct-Trust is a measure of the trustworthiness of a 
resource based on consumer’s experience. Reputation is an 
expectation about a resource behavior based on information 
or observation about its past behavior [10]. 

We maintain a table of Direct-Trust and Reputation for 
each resource in the grid. Every resource is associated with 
an appropriate type counter for Direct-Trust and Reputation, 
which gets automatically updated when the resource 
completes/fails the assigned task. 
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C. Trust-Aware Load-Distribution Model  

     The load distribution process is composed of two steps. 
The first step called trust-driven step, in which the 
information about the trustworthiness of the resources are 
retrieved and trust-value is computed as in (1). In the second 
step, the task mapping step deals with the process of 
distributing the load to the qualified resources using fuzzy-
logic by aggregating the capability of resource. The trust-
aware load distribution system (TLDS) proposed in this 
paper evaluate the trust-value of all grid resource providers 
and facilitate the selection of suitable resource for load 
distribution. We adapt the fuzzy-logic based                                                                                                                                 
load distribution model for task mapping from overloaded 
resource to under-loaded resources. The flow of TLDS is 
depicted as shown in Fig 1.  
 

 Trust Value Computation : This is the first step of a 
TLDS in which the trust value of a resource is 
computed by aggregating the direct-trust and 
reputation of the resource using parameter 
weighting factors  and  in (1) based on the user 
recommendations. 

 Trust-Value Classification : Based on the trust 
value, the resources are classified into four distinct 
strata such as “Very Trustworthy”, “Trustworthy”, 
“Un-Trustworthy” and “Very Un-Trustworthy” 
according to AbdhulRahman and Halies [10]. The 
advantage of trust strata is that the selection 
between the resources is simplified.  

 
 
 

 
 

 

       

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Resource Selection: The trust strata facilitate the 
selection of suitable resources for the participation 
in the load balancing process. Our load distribution 
model selects the trustworthy and very-trustworthy 

resources for the participation in the load balancing 
process. 

 Fuzzy-Logic Based Task Mapping: As shown in 
Fig 2, Task mapping from overloaded resource to 
under-loaded resources are done by using fuzzy-
logic. 

 Trust value updation: To reflect the dynamism in 
grid, the trust value of the resource is updated 
based on the state of the job executed. The trust-
value of a resource is updated by changing the 
appropriate type counters associated with the 
reputation and direct-trust indices of a resource. 

D. Motivations for Trust-Aware Load Distribution:   

A resource must have certain basic capabilities before it can 
participate in the load balancing process. These basic 
capabilities include assured CPU rating, lower workload 
level and sufficient storage capacity. The workload level 
and storage capacity is dynamic and vary with respect to 
time. Though the resource is capable of executing the 
migrated task from the overloaded resource due to some 
intermittent resource failures makes the resource incapable 
of executing the assigned task which was previously 
acceptable at that resource.  
 
To make the load balancing process efficient, it is necessary 
to consider the trustworthiness of the participating resource. 
Therefore the matching of overloaded resource jobs to under 
loaded trustworthy resources is an important issue to be 
considered. There is no significant work that addresses this 
issue directly. In this paper we propose a trust based 
approach for load balancing problem. In our work, we 
propose a two level fuzzy-logic based trust model to enable 
the aggregation of trust parameters with resource 
capabilities as shown in the Figure 3. The fuzzy logic based 
task mapping makes the mapping of tasks to resources easy.  

IV.  GRID FRAMEWORK 

We carried out the simulation for a grid topology proposed 
by Yagoubi and Slimani in [11].  
 

A. Grid Topology.  
 

Grid computing  as shown in Fig. 4 is finite set of G clusters 
Ck, interconnected by gates gtk,   k Є {0,...,G-1}, where each 
cluster contains one or more sites Sjk interconnected by 
switches SWjk and every site contains some Computing 
Elements CEijk   and some storage elements SEijk , 

interconnected by a local area network.  
 
The grid topology is viewed as a hierarchical grid structure 
in which the leaves of the tree correspond to the computing 
elements of a site, and root is a virtual node associated to the 
site and is denoted by G/S/M, where G is the number of 
clusters that compose a grid, S the number of Sites in the 
grid and M the number of Computing Elements. The generic 
model is a non cyclic connected graph where each level has 
specific function.  
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Fig 1. Trust-Aware Load Distribution Model 
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   Table 2: Reliability level  
Reliability Failure Rate 

Highly Reliable (HR) 0% ≤ failure rate ≤ 3% 
Reliable (R) 3% ≤ failure rate ≤ 10% 
Marginable 
Unreliable (MU) 

10% ≤ failure rate ≤ 30% 

 
Unreliable (U) 

30% ≤ failure rate ≤ 60% 

Highly Unreliable 
(HU) 

60 % ≤ failure rate ≤ 90% 

Very Highly 
Unreliable (VHU) 

90% ≤ failure rate ≤ 100% 

 

V. EXPERIMENTAL RESULTS 

To select the list of resources for participation in the load 
distribution process, we have adapted the reliability levels 
for various categories of the resources proposed by Nathan 
[13] as shown in Table 2. 
 

To evaluate the performance of our load distribution 
strategy, we have developed a load balancing grid simulator 
implemented using java. We implemented grid topology 
proposed in [11] and experiments are conducted for varying 
number of CE’s, SM’s and CM’s. We conducted the 
experiment for CE’s ranging from 20 to 150 connected to 
SM’s and CM’s ranging from 2 to10.  
 
Grid is a heterogeneous environment, each CE has different 
trustworthiness and varying number of CE’s are connected 
to sites. Hence grid possesses resources in different 
reliability range sets as depicted in table 3.The resource 
participation from the reliable set is more compared to 
participation from an unreliable resource set. The fuzzy 
based task mapping identifies the list of qualifying resources 
from the resource set based on the threshold value. The 
threshold value represents minimum trust value required for 
a resource for participation in the load distribution process.  
 
Table 3: Resource Set 

Resource 
Set 

HR R MU U HU VHU 

Reliable 60% 20% 10% 4% 3% 3% 
Un 

Reliable 
5% 10% 30% 20% 20% 15% 

Mixed 
Set 

20% 20% 20% 20% 10% 10% 

 
The experiment is conducted under three different test cases 
as listed below with a threshold value of 60%. . 

 
A. Best-Case: The load distribution process is 

considered to be a best-case if the load distribution 
is completed among the intra site CE’s. 

B. Average-Case: The load distribution process is 
considered to be in Average case, if the load 
distribution is to be carryout with the participation 
of inter site CE’s.  
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C. Worst-Case: The load distribution is in Worst case, 
if the load distribution is to be carryout with the 

participation of inter cluster CE’s. 

(i) Load Distribution Time Vs CE’s 
 
The simulation time units(iterations) taken for the load 
distribution process for all the cases are depicted as shown 
in Fig 4, Fig 5 and Fig 6. we observed that the load 
distribution process to reliable CE’s is less compared to the 
load distribution process to all CE’s. 
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Fig  4.  Best-Case Load Distribution 

 
Table 4: Communication Overhead 

 
(iii) Failure rate Vs CE’s 
 
Failure rate is a measure of number of unsuccessful attempts 
made by the resources during the execution of the assigned 
tasks. The results for reliable set, un-reliable set and mixed 
set are depicted in the Fig 7, Fig 8 and Fig 9 respectively. 
The results shows that in any resource set,  the total number 
of unsuccessful attempts are more with all CE’s 
participation compared to the participation of the reliable 
CE’s. Hence the given jobs are completed at faster rate with 
the reliable CE’s rather than all CE’s.  
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Fig 5.  Average-Case Load Distribution 
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Fig. 6. Worst-Case Load Distribution 

(ii). Communication overhead Vs CE’s 
 
Communication overhead is a measure of the number of 
messages exchanged between the sender and receiver during 
the load distribution process. The results are depicted as 
shown in the Table 4 for various resource sets. We observe 
that the communication overhead involved in the load  

distribution process is less for the participation of reliable 
CE’s compared to the participation of all CE’s. 

VI. CONCLUSIONS 

It is demonstrated from the results that the load distribution 
process with trust worthy resources completes the execution 
of the jobs faster than the load balancing among all the 
resources in the grid. The experiment is conducted for CE’s 
ranging from 20 to 100 and it is observed that the TLDS 
performs better for any resource set with more than 20 CE’s 
in the Grid.  
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Fig. 7. Unsuccessful Attempts in Reliable Set 

Reliable Set Unreliable Set Mixed Set CE’s 
All Reliable All Reliable All reliable 

20 37 32 96 34 100 31 
50 102 49 190 46 132 35 
75 99 59 284 64 182 72 
100 165 162 516 195 437 158 
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Un-Reliable Set
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Fig 8. Unsuccessful Attempts in Un-Reliable Set 
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Fig 9. Unsuccessful Attempts in Mixed Set 
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